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A Mixed-Time-Scale SGS Model
With Fixed Model-Parameters for
Practical LES

A new subgrid-scale (SGS) model for practical large eddy simulation (LES) is proposed.
The model is constructed with the concept of mixed time-scale, which makes it possible to
use fixed model-parameters and to dispense with the distance from the wall. The model
performance is tested in plane channel flows, and the results show that this model is able
to account for near-wall turbulence without an explicit damping function as in the dy-
namic Smagorinsky model. The model is also evaluated in a backward-facing step flow

and in a flow around a circular cylinder. The calculated results using the consistent
model-parameters show good agreement with experimental data, while the results ob-
tained using the dynamic Smagorinsky model show less accuracy and less computational

stability. Furthermore, to confirm the validity of the present model in practical applica-
Nagoya Institute of Technology, tions, the three-dimensional complex flow around a bluff body (Ahmed et al., SAE paper
Gokiso-cho, Showa-ku, Nagoya 466-8555, no. 840300) is also calculated with the model. The agreement between the calculated
Japan results and the experimental data is quite satisfactory. These results suggest that the
present model is a refined SGS model suited for practical LES to compute flows in a

complicated geometryDOI: 10.1115/1.1852479

Yasutaka Nagano

Vice-President,

3. The SGS effect does not disappear in the laminar flow re-
gion.

1 Introduction

Computational fluid dynamic€CFD) has been strenuously ap-
plied in engineering predictions of turbulent fluid flow for aboutrhe first is an especially important issue. A wall-unit coordinate
two decades. Together with the advances in computers, numerigeéd in a wall-damping function of van Driest’s type is defined
methods, and turbulence modeling, CFD has become one of thiging the wall friction velocity. Near a flow separation point or a
most useful tools for investigating engineering application prolftow reattachment point, the friction velocity vanishes or becomes
lems and designing fluid machinery. Above all, turbulence modery small, which unreasonably expands the effective region of a
eling is very important for predicting the performance of fluidvall-damping function. For engineering-relevant practical LES, it
machines with sufficient reliability since most of them involvds important to use a SGS model free from the use of a wall-unit
complex turbulent phenomena. So far, the approach based on Reyerdinate in order to prevent the inaccuracy.
nolds averaged Navier—Stokes equati®ANS) has been most  The dynamic Smagorinsky model developed by Germano et al.
frequently used to predict various engineering turbulent floW&] has been proven to be a SGS model that overcomes those
with a certain degree of succe@sg., Gatski and Rumseyt]). defects of the conventional Smagorinsky model and dispenses

On the other hand, the unsteadiness of the turbulent flow itselith a wall-damping function. In spite of the remarkable success
is also important in some engineering applications, e.g., aerodf- the dynamic Smagorinsky model, some problems have oc-
namic noise prediction, turbulent mixing, and turbulent combusurred in its practical use. First, the SGS eddy viscosity obtained
tion in an engine. For resolving such unsteadiness over a brdadusing the dynamic procedure is not guaranteed to be positive,
range of scales, large eddy simulatidrES) based on the space-which leads to numerical instability. To avoid this, the averaging
filtered Navier—Stokes equation is considered to be a more suit-a homogeneous plane or direction is often performed to obtain
able approach. With the recent remarkable advances in computéne, model parameter. However, Akselvoll and Mdi8| have
large eddy simulation has also become applicable to engineerjmginted out that the one-directional averaging was not sufficient to
predictions, although there is no doubt that the RANS approastabilize their calculation of a backward-facing step flow. More-
will continue to be a popular and profitable tool for design andver, this approach is not feasible in complicated engineering
development of fluid machinery because of its robustness aftows. Clipping, which sets the negative SGS eddy viscosity to
high cost-effectiveness. zero, and volume average are alternative approaches to avoid this

The key to the success of LES in its practical use is to accaumerical instability. Nevertheless, the stabilizing effect is still
rately represent the effect of SGS components in complex geoimsufficient. The numerical instability restricts the time step, al-
etries. The Smagorinsky model is one of the SGS models in witteving a stable calculation, which brings about an increase in
use so far. When applied to simple flow fields, this model is acomputational cost. This is considered to be a great disadvantage
knowledged to yield good results. At the same time, the followinign practical use. Although Meneveau et pd] have proposed a
defects of the model have been pointed out in many studies: Lagrangian-path averaging method as a more general averaging

. . rocedure, the results using the method heavily depend on the

L '!'he model must k’)e supplemented with a wall-damping fungi/eraging time-scale at least in complicated engineering flows.

tion of van Driests type; . . The appropriate averaging time-scale has not been defined in a
2. The model pgrameter needs to be adjusted according to H?e%eral manner. Second, the accuracy of the dynamic Smagorin-

type of flow field; sky model is lower than the Smagorinsky model with the model
parameter intentionally optimized for the relevant flow field, at

Contributed by the Fluids Engineering Division for publication in ticeJBNAL f g ; i
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionleaSt using those artificial approaches, i.e., the clipping or the
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Squires. Thus, in this paper we propose a new SGS model to improve
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the accuracy and computational stability of practical LES. W8 Governing Equations
suppose that the computational instability of the dynamic Smago-.l.
rinsky model originates in the dynamical adjustment of the modﬁh
parameters. The present model avoids this problem since it is

he basic equations are the filtered Navier—Stokes and conti-
ity equations for an incompressible fluid given as follows:

based on fixed model-parameters and is constructed with the con- an B

cept of the mixed time-scale in order to dispense with a wall- (9_xj_0’ @)
damping function of van Driest’s type. In the present model, the o -

SGS kinetic energy estimated by means of filtering a grid-filtered U duju; ATy 1dp 9u; 9
velocity field is regarded as the velocity scale. Since we intend to o ox; ox; b X v ol (2

expand the practical use of LES, we must also pay attention to the )

filtering procedure. Filtering is ordinarily done in the streamwiswhere the overline denotes the grid-filtering operator afd

and spanwise directions, but not in the wall-normal directior=uju; —u;u; is the SGS stress, which should be modeled. All the
However, it is difficult to define the wall-normal direction in com-SGS models tested in this paper are based on the eddy viscosity
plex geometries. Thus, in this study the filtering is done in afloncept. Thus,
spatial directions. This filtering procedure is also adopted in the

* = _.
dynamic Smagorinsky model to assess the model performance. =T 2nS;, ®)
On the other hand, LES has another well-known problem near — 1/du du;
the wall when applied to high Reynolds number flows. This is S”:E(W (9—)(') (4)
j i

because the number of grid points required near the wall for LES
is proportional to RE® (e.g.,[5]) while that away from the wall is where 7; = 7j; — (1/3) & 7y -
Re™S. In such conditions, LES becomes prohibitively expensive.
To circumvent the near-wall problem, some hybrid LES/RANS
methods including the best-known DES method of Spalart et &. . .
[6] have been proposed and appraised, where a RANS-type réep- Representative Subgrid-Scale Models
resentation of the near-wall flow is combined with an LES solu- 3.1 Smagorinsky Model. The widely used Smagorinsky
tion in the outer region. It should be noted that the new SGfiodel is based on the assumption of the balance between the
model proposed in this paper is not a type of the hybrid modelsnergy production and dissipation effects in the equation for SGS
The present model, as well as the existing SGS models such askimetic energy. It is described as follows:
Smagorinsky model, the dynamic model, and scale similarity S —
models, assumes that the large-scale motions containing most of n=(CsAf)?S, |9 =V2s;s;, (5)
the turbulent energy are resolved to a certain degree. Accordin - 3 . .
the advantage of the present model over the existing SGS moggr?ere’ A—(A.xAy.Az) . AS & WaII.-damplng functionf, van
. ) U Dest’s function is commonly used:
is expected to be observed except in the near-wall region in high
Reynolds number flows where the energy-containing motions are fyp=1—exp —y*/25). (6)
difficult to be resolved with an admissible computational cost.
We consider that the improvement of the SGS model, based
the assumption previously mentioned, is still as important as t
near-wall modeling. First of all, the medium Reynolds numbe
flows (Re=10*—~1C) are frequently encountered in engineering forw=V1—exd —(y'/25°%]. 7
applications. With the recent advances in computers, even at suc
Reynolds numbers, LES calculation resolving turbulent boundar;
layer has become possible. Because the hybrid LES/RANS md
els also have some defects in common, e.g., the double buffer, the. — po T
theoretical ambiguity around the interface between RANS aftffined asTj=uju;—uu;, where () denotes the test-filtering
LES regions (i.e., switching from space-averaging to time-Operator. Using th-e Germano identity,” a stress tenday, is
averaging, and the incapability in predicting separation bubbleéj,eflnecj as follows:
the LES method is a better choice in such conditions with suffi-
cient grid resolution. Moreover, for aerodynamic noise predic-
tions, for example, the accurate pressure fluctuations on the W@y assuming the Smagorinsky model for baffy and 7;, the
surface are essential, so that LES without a RANS-type wall mot@llowing relation is obtained:
eling is a more suitable approach. Secondly, in calculation of high

In this paper, the following wall-damping functidi] that im-
fbves the near-wall asymptotic behavior of the SGS eddy viscos-
r? is also used in the channel flow calculation mentioned later:

*:}.z Dynamic Smagorinsky Model. In the dynamic Smago-
1sky model proposed by Germano et |], the test filter is
é)lied to the grid-filtered flow field. The sub-test-scale stress is

T~ e

Lij="Tij = 7ij=Uil; — ;.. (8)

L* = —2CA2M;; 9

Reynolds number flows (Rel(®), the methodology to treat the g v ©)
near-wall region is certainly important, but most of the computa- = ==

J y e ’ M;;=a?S|S;~[SIS; . (10)

tional domain is solved using the LES method with a SGS model.

It may be convinced that the performance of the SGS model efhereC=(Csf)? anda;&_/K Xis evaluated as/A%+ A2. The
ployed in the LES region also has a great influence on the thﬂﬁrametec is computed by applying a least-square approach sug-

prediction accuracy. _ gested by Lilly[9] as follows:
Thus, in this paper, we have chosen various types of fundamen-
tal flows at low to medium Reynolds numbers, i.e., the plane 1 L;jM”-
channel flow, the rotating channel flow, the backward-facing step C=- 2 m (11)
ijVhij

flow, and the flow around a circular cylinder, as test cases to
examine the model performance. In addition, the present modeldsnsequently, there is no need to give the model parameter or a
applied to the flow around ashmed modé€l7] as a high Reynolds wall-damping function beforehand. Thus, the defects of the Sma-
number test case, where, in taking account of the near-wall pr@®rinsky model are formally settled. In this study, we aet2.

lem on such Reynolds number condition, we employed a convefhe ratio of the test filter width to the grid filter widtly=A/A, is
tional artificial wall condition. The performance of the proposedet tov3. We adopt the following formula elaborated by Taniguchi
model is elucidated in comparison with the existing SGS modeld.0] for the test filtering operation:

2 /[ Vol. 127, JANUARY 2005 Transactions of the ASME
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Table 1 Computational conditions for plane channel flows 0.2 T I . —
| — S-VD
Case no. Re Grid points Ax*t Ay* Az* > - S-PFM
~ e A
1 180 64X 62x64 18.0 0.5-14.1 45 = | L ggg?‘lk%ﬁ |
2 395 64X62x64 39.5 1.1-30.9 9.9 S = JVD o es
3 395  3%62x32 79.0  1.1-309  19.8 © 0.25k /15l
4 395 32¢62%x32 79.0 1.1-30.9 39.5
5 395 32<62x32 316.0 1.1-30.9 79.0

- _ 1 _ _ ¥—6 _ _
gi:gi+Z(gi+1_29i+gi—1)_W(gHZ_zgi"'gi—z);

(12) 0 50 100  y+ 150

where suffixi denotes the location in thiedirection of the com- £ig 1 A priori test for the SGS eddy viscosity in the channel
putational space. This filtering operation is performed in each diow (case 1)

rection. Using this formula, the effects of the aliasing and trunca-

tion errors on the.;; andM;; are reduced.

4 Proposal of a Mixed-Time-Scale SGS Model other hand, the expression~AKs;, where the time-scale is

The SGS eddy viscosity is generally expressed as follows: K/\/k:s has been already studied in some pagers.,[13]), and
. its performance has been shown to be quite good in their test cases
v (Velocity Scalgx (Length Scalg, (13)  of the plane channel flows, although it needs a wall-damping
or function supplemented. Then, in order to utilize the property of
. ) the time-scale 18| in the expressiom;~ A K., We introduce the
2 t es
v (Velocity Scalg”x (Time Scalg. (14) concept of the mixed-time-scale, whose effectiveness is_ascer-
The Smagorinsky model obeys the former expression, where fidned in RANS modelge.g., [16]), and propose a new SGS

velocity scale isA|S| and the length scale i. The velocity scale model as follows:

can be replaced with/k, wherek is the SGS turbulent energy 1= CpyrKesTs, (18)
which is often estimated solving the modeleeéquation. We can .
also estimaté by filtering a velocity field(e.g.,[11-13): ( A )1 C:\ 7t
o~ Ts'=|—| + (— (19)
Kes= (Up— Up)2. (15) VKes E

The notation, (), denotes the filtering operator, for which theThe model parameter<yrs and Cr, are set to 0.05 and 10,
Simpson rule is adopted. This estimation procedure is based onr@gpectively, which are optimized considering the results of an a
idea similar to the scale similarity proposed by Bardih4] and is  priori test in the channel flow and those of some test studies in the
employed in the present modeling. One of the merits of this estiackward-facing step flow mentioned later. Note that, in the
mation procedure is that; is consistently guaranteed to approacipresent model, the time-scale is defined as the harmonic average
zero in the laminar-flow region becaukgs approaches zero by of A/\K.q and 1JS|. A/\K.s stands for the characteristic time-
itself th(_ere. According to these models, the following relation cagcale of the small-scale turbulence corresponding to the cut-off
be obtained: scale, whereas [B| stands for that of the large scales. Because the
v = (Cst)2|§|: CVKf Jk. (16) harmonic average gives weight to a shorter scale, t.he t.ime-S(.:aIe in
_ the present model approachegSLinear the wall, which is easily
This equation impliesfo (k/(A|S]). By assuming this relation, found by comparing the difference between the results using the
we can construct an alternative expression for SGS eddy viscosifyo time-scales as shown in Fig. 1. Thus, the proposed model
without a wall-damping functioff: does not require a wall-damping function to be supplemented. In
vth/|§|. (17) the region away from the wall, ifS| becomes nearly zeray

. L ) . . approacheytsAKes This is because\/ K.s becomes much
This expression is identical to E(L4), where the velocity scale is smaller than 18] in such a condition. Therefore, the present

JK, and the time-scale is [B|. To examine the validity of this model does not suffer from the zero-divide problem.
expression, we have performed an a priori test in a channel flowpg present model can be rewritten as follows:
(case 1, see Table).1Figure 1 shows the SGS eddy viscosity

distribution calculated from each expression using the data from Cuts —
an instantaneous flow field. In this figure, S-VD represents the Vt:—ﬂA\/k_es, (20)
Smagorinsky model with the wall-damping functidiy,y, given 1+(RGCy)

by Eq.(6), and S-PFM is the corresponding revised version Wlt\rlwvhereR: \@(K@). This means that the present model corre-

fpem @s Eq.(7), whereCs is set to 0.1. Although the expression g il b | dele A, with th del
q ; ion ; ponds to a single time-scale model=~A K., with the mode
kes/|S is free from a damping function, it agrees well with otheP rameter dependent d& The damping effect near the wall is

Is i ith ing function. Thi ‘ o X
SGS models incorporated with a damping function 'S reSLgﬁnbuted to the significant decreaseRrthere. Yoshizawa et al.

reveals that 18| is a proper time scale near the wall. Tsubokur 3] have suggested th&may be constant on the assumption of
[15] proposed a revised dynamic model where the same exprigs” |oca) equilibrium of SGS turbulence. If this is true, the

sion of the SGS eddy viscosity as Hd.7) was employed. How- g jonendent model parameter of the present model remains con-

ever, we consider that the introduction of a dynamlc; procedur.eéﬁint in such a condition. In contrast, where the local equilibrium
not necessary, at least near the wall when using this expressiofy 55 tyrbulence is not satisfied, the model parameter of the

Away from the wall, this expressioke/|S| probably suffers present model is adjusted according to the resultant change of
from the zero-divide problem whels| approaches zero. On theHence, the present model is expected to be more universal than
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the SGS modele.g., the Smagorinsky modehat is based on the 25 T T
equilibrium assumption. In this paper, the behaviorRofs also

examined in some test cases. 20 | 4
5 Numerical Methods Ms | i
We employ a second-order collocated grid system, which is v

modified from the original on€Rhie and Chow17] or Morinishi 10}k o Present-

et al.[18]). The modification has two points. One is the interpo- ---= §-VD
lation method of the auxiliary flux velocity component;, at ~ _{ @ = S-PFM
the center of the cell faces. We use a fourth-order interpolation 5 x DS 1
instead of a second-order one. The other is the discretization a — DNS
method for the pressure gradient at the center of the cells. We use 0 y :

the combination of three-fourths of a fourth-order central differ- @ 1 10 y+ 100 1000
ence scheme and one-fourth of a second-order central difference —
scheme. Owing to this modification, the present grid system has o Present
almost the same numerical accuracy as the second-order staggered 3r ---- 8-VD 1

grid system and is readily applicable to curvilinear grids. It should
be noted that the Poisson equation for pressure is discretized in
the same way as in the original collocated grid system using the
auxiliary flux velocity componentsJ;. The stencil of the left-
hand side of the Poisson equation is the same as in the original
one, and thus the increase in computational cost using the present
grid system is negligible.

The convection terms are advanced explicitly using the second-
order Adams—Bashforth method, whereas the viscous terms are
advanced implicitly using the Crank—Nicolson method.

6 Results 0.3 e e
. © Present

6.1 Plane Channel Flow. To verify the present SGS model -em- §-VD
in wall-bounded flows, we apply it to plane channel flows. To [ e S-PFM
examine the grid-dependency at the same time, we conduct sev- L 02 x DS =
eral computations varying the Reynolds number, the number of -~
grid points, or the size of the computational domé@iable 1. In />§.
every case, the grid resolution in the wall-normal direction is suf- v
ficiently high. The periodic boundary condition is applied in the 01 r
streamwise and spanwise directions. The no-slip condition is ap- X
plied at the wall surface. Four kinds of SGS models are used: the f@d
present model, the S-VD model, the S-PFM model and the dy- 0 ) ] ]
namic Smagorinsky mod¢DS mode). In the S-VD and S-PFM () © 50 100 y+ 150

models,Cs is set to 0.1. In DS model, the paramegis calcu-
lated by taking the average over the plane parallel to the walfig. 2 Predictions of channel flow  (case 1): (a) mean velocity,
Therefore, the results for the DS model are not expected to shoy turbulent intensities, and  (¢) SGS eddy viscosity
the numerical instability nor inferior accuracy.

Figure 2 shows the profiles of mean velocity, turbulent intensi-
ties, and SGS eddy viscosity in case 1, where the substantial g¥iém the DNS datd20]. Although, in the result of any model, the
resolution is highest in all cases. The mean velocity obtained Bytal mass flux is underestimated with fine grids and is overesti-
the S-PFM model or DS model agrees quite well with the DNfnated with coarse grids, the grid-dependency of the present model
data[19]. Although the mean velocity obtained with the present qs improved in comparison with the DS model. Figure 6 shows the
S-VD model is slightly lower in the logarithmic region, the un-ariation of the SGS eddy viscosity according to the change in
derestimation is trivial at least for practical use. As shown in Figyrid resolution. In the dynamic models results, the region where

2(c), the present model gives the SGS eddy viscosity propetlife SGS eddy viscosity is damped extends farther from the wall in
damped near the wall like the other SGS models. Figure 3 shows

the near-wall behavior of the SGS eddy viscosity in case 2. The
S-PFM and DS models follow the correct near-wall asymptotic

behavior. The present model does not conform to it as well as the 1e0 ' '

S-VD model. However, this shortcoming is considered not to be

important in LES because the grid-scale components directly le1 2 ]

computed contain most of the turbulent effects. Taking into ac- Y 0 2%

count that the S-VD model has been widely used with success in 2 le2r 3 o £ 7 ]

simple flows, the present model is expected to account for near- A ey

wall turbulence without an explicit damping function as in the DS \>, 1.e3 | o/ xi 4

model. S © Present
Figure 4 shows the results in case 4 in which the grid resolution 104 - . gngM J

is considerably low. Overestimation of the mean velocity in the i %x DS

logarithmic region is seen in any model result. Figure 5 shows the & \ ,

computational error in total mass flux in the channel, which as- 1'e'50'1 1 10 100 1000

sesses the grid-dependency quantitatively. In Fig. Epns yt

=(Qcalc.— Qong)/Qpns: WhereQ,, . is the total mass flux ob-
tained from the computational result afhys is that obtained Fig. 3 Near-wall behavior of the SGS eddy viscosity ~ (case 2)
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Fig. 4 Predictions of channel flow

and (b) turbulent intensities

(case 4): (a) mean velocity
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o Present
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i x DS

Fig. 6 Variation of SGS eddy viscosity according to the
change of grid resolution

the following equation using a rotating frame of reference:

aup  Juu; I 10 /(_ p au;

—t——t—=———p— = Q%% |+ —

ot Tax ax poxi\PT2 "o
_ZQmSiijjl (21)

where() andr denote the angular velocity of the rotating frame of
reference and the distance from the axis of rotation, respectively.
The Reynolds number, Re based on a channel half-widtf, and

the friction velocity averaged on the pressure and suction sides,
u* , is set to be 194. The grid resolution isX84x48 grid points

in thex, y andz directions, respectively, and the grid widths in the

a coarse grid case, which is considered to be a reason for the Y4&-unit coordinates are 32.3, 1.0-12.3, and 16.2 in each direc-

models high grid dependency. In contrast, the region of t
damped SGS eddy viscosity in the present model does not ext
so much with the change in grid resolution, which seems to b

preferable property.

ion. The periodic boundary condition is applied in the streamwise
spanwise directions. The no-slip condition is applied on the

AU} | surface.

Figure 7 shows the profiles of the ratio of two time-scales in the

present modelR. It is found thatR is approximately constant

away from the wall and is independent of the grid resolution. — Casel

Consequently, it is obvious that, in this flow field, the raRo 04}k _S,_ 8::2% .

affects the SGS eddy viscosity only in the near-wall region as the o Cased

representation of the wall-damping effects. The grid-independence | ... Case5

of R results in the consistent damped region. 03 - . o T
6.2 Rotating Channel Flow. To examine the behavior of = 0.2 %o sosauut R i

the two time-scalesR, in more complicated shear layers, we ap-
ply the present SGS model to the rotating channel flows. The f
computational domain and the coordinate system are demon- 01 Ry’ -
strated in Fig. 8. The momentum transport equation is replaced by .

60 —r————1

-+- S-VD
—-— DS

—o— Present
4 S-PFM 7
-8- No-SGS |

Fig. 5 Computational error in the total mass flux in the chan-

nel

Journal of Fluids Engineering

100

0.5 T

0.... .
0 100

200  y+300

Fig. 7 Ratio of two time-scales used in the present model in
the channel flow

Suction side

L\ 83 o/

24

49

Pressure side

Fig. 8 Computational domain and coordinate system for rotat-
ing channel flow
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Table 2 Computational conditions and results for rotating

channel flows

The computational conditions and results are summarized in
Table 2. The nondimensional rotation number, R defined as
2Q8/u% . upaandu, denote the maximum velocity in the mean

Ro, Re(=2Unmadv) Ro=2Q4/u, u.,/u* U./ut : ; : i
P ™ velocity profile and the bulk velocity, respectively,, andu, are
8.85 ?%g 8.8093 11.%46 100952 the friction velocities on the pressure side and on the suction side,
075 7220 0.0455 1168 0798 respe_cnvely. Figure 9_shows th(_a calculated profll_es of the mean
30 6920 0.1983 1210 0.732 Velocity and the velocity fluctuations. As the rotation number in-
7.5 8010 0.4845 1.226 0.706 creases, the mean velocity profile becomes asymmetric. The tur-
bulence is intensified on the pressure side, while relaminarization
occurs on the suction side. For that reason, the mean velocity on
the pressure side lies below the log-law, whereas the mean veloc-
25 [ T ] 30 1 Ll LI
] 25 - Suctionside / __._ ur=25Iny++5.5 |
A
y 20 .
A
L 15 -
\"
8 Ro=0
L gl - e R0=0.009
— Ro=0.485 Y. R e
©  DNS8(R0=0.50) 5 4 —— Ro=0.485 |
i L ; 0 1 1 1
-1 0 1 1 10 100 1000
(a) y (b) y*
¢ o Ilio=0 ? L2 Re=0
......... Ro=0.009 - Ro=0.009
Ro=0.045
----- Ro=0.045 e P
3 Ro=0.198
-~ Ro=0.198 —— Ro0=0.485
— Ro=0.485 2r o DNS(Ro=0.50)
g o DNS(Ro=0.50) E o
s 2 & I - A——
1
1P Red g
Qe ! J 0 1
-1 0 1 -1 0 1
(c) y (d) y
3
8 Ro=0
--------- Ro=0.009
""" Ro=0.045
----- Ro=0.198
2 — Ro=0.485 .
g e  DNS(Ro=0.50)
2
Fig. 9 Predictions of rotating channel flows using the present model: (a) mean velocity in global coordinate,

(b) mean velocity in wall coordinate,

(e) spanwise turbulent intensity
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(c) streamwise turbulent intensity,  (d) wall-normal turbulent intensity, and
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1 T periment, the inflow boundary condition in the present calculation

(@) o Ro=0 1 is given from the computational results of the driver part at each

e Ro=0.009 time step, where the independent calculation of a plane channel

;. """ §0=g-(l);§ flow is performed with the same Reynolds number and time step.
..... 0=0.

The convective boundary condition is applied at the outflow
boundary. A no-slip boundary condition is applied on the all solid
walls, and a periodic boundary condition is imposed in the span-
wise direction. The grid resolution is 13465X60 grid points in

the x, y and z directions, respectively, excluding the driver part.
The grid resolutions in wall coordinates at the upper corner of the
step are 11.6, 1.2 and 14.5 in they andz directions, respectively.

In the Smagorinsky modé€S mode), Cs is set to 0.1, and the
value of the wall friction velocity used in the definition of the
wall-damping function,fy, is fixed to that at the driver part
throughout the flow field so as to mitigate the decrease in accu-
racy caused by the inadequate wall-damping function near the
reattachment point. In the DS model, the paraméter calculated
by taking the average over the spanwise direction and is set to
zero at those locations whe€is calculated to be negative. For
comparison of the standard DS modBIS1 model with y= /3,
the calculation using/= /6 (DS2 model is also made. While we
apply the filtering operator in all directions as already mentioned,
the calculation using DS1 model without filtering in the wall-
normal direction(DSf mode) is also performed.

Figure 12 shows the profiles of mean streamwise velocity,
streamwise turbulent intensity, Reynolds shear stress, and SGS
eddy viscosity. The dimensionless time sté&g, allowing for a
stable calculation, and the calculated flow reattachment length,
Xgr, are shown in Table 3. The computational results obtained
using the present model agree well with the experimental data,
Fig. 10 Behavior of the present model in response to the while the results obtained using the DS1 model show less accu-
change of rotation number: (&) SGS eddy viscosity, and  (b) ra-  racy and less computational stability. Owing to the computational
tio of two time-scales instability, the time step in the calculation using DS1 model must

be set to about one-fourth of that using the S model. On the other
) ) o ] ) hand, the calculation using the present model is successfully per-
ity on the suction side lies above it. The results in the case ffrmed with the same time step as in the calculation using the S
Ro,=7.5 agree well quantitatively with the DNS d4i]. model. This computational stability of the present model is due to

Figure 10 shows the profiles of the SGS eddy viscosity and tige fixed model-parameters employed instead of the dynamically
ratio of two time-scales in the present model,On the suction adjusted ones adopted in the DS1 model. By using the DS2
side,R decreases with an increase in the rotation number, WhilenifodeL the restriction on the time step is somewhat relaxed in
increases on the pressure side. On the suction side, for examE!ﬁnparison with the DS1 model, but the disagreement;pbe-
the shear ratelS|, decreases due to the relaminarization, But comes larger. These results prove that the present model is a prac-
given as\K.4(A|S]) also decreases, because the estimated SG&lly useful SGS model that satisfies both the accuracy and the
turbulent energyk.s, decreases more rapidly in those conditiong:omputational stability.

Consequentlyy, also decreases with an increase in the rotation Figure 13 shows the ratio of two time-scales in the present
number on the suction side and increases on the pressure sidegel,R. As in the results of the plane channel flovigjs ap-
which conforms to the physical development there. proximately constant away from the wall, though its valasund
. . 0.4) is somewhat higher, i.e., 0.2—0.3 in the plane channel flows.
6.3 Backward-Facing Step Flow. To verify the present |¢ shoyld be noted thaR remains nearly constant despite the

SGS model in separating flows, we apply it to the backwardyeich of grid spacing in the streamwise direction. It is also found
facing step flow (Rg=5500) corresponding to the experiment bYh4i R is about 0.3 at the maximum in theéH = — 1 plane where

Kasagi and Matsunag&?2]. Figure 11 shows the computational,e property of the flow is almost the same as that in the plane
domain. Since the inflow condition upstream of the step was €S5annel flow. That isR may change according to the flow prop-
tablished as a fully developed turbulent channel flow in the e)é'rty. The cusps are observed aroyrti =1 where the grid in the

y direction is highly condensed. These cusps result in the
smoother change af, there, which is similar to the effect of the

—— Ro=0.485

a@a,

*'tz“'q 3

Dot T

S tngun’

<Driver> Xg cusps in the calculated parame@s in the DS model shown later
(see Fig. 14
3H ' i One of the reasons why the DS model is considered to be not
j 3] always accurate in our study, despite so many previous studies
h Vol —'?_‘__0____ T demonstrating the excellent property of the dynamic approach, is
e o /':—\\. that the direction-independent filtering procedure is employed in
- - — ) our calculations as mentioned previously. Figure 14 shows the
4.5H HI ’:"3/ effect of y-direction filtering in the DS model. As shown in Fig.
X 14(b), the distributions of the SGS eddy viscosity obtained using
2H 20H the DSf model almost coincide with those obtained using the S
model with the exception of the region of separating shear layer.
Fig. 11 Computational domain and coordinate system for On the other hand, those obtained using the DS1 model do not
backward-facing step flow coincide with those obtained using the DSf model except for the
Journal of Fluids Engineering JANUARY 2005, Vol. 127 | 7
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Fig. 12 Predictions of backward-facing step flow:
locity, (b) streamwise turbulent intensity,
SGS eddy viscosity

(a) mean streamwise ve-
(c) Reynolds shear stress, and  (d)

Table 3 Computational time step and flow reattachment length
in calculation of backward-facing step flow

regions with fine grid spacing in thg direction, where the

y-direction filtering has very little influence. This discrepancy ifpresent
the SGS eddy viscosity is owed to the differ& calculated as g

shown in Fig. 14a). The DS1 model gives an over 30% higi®s psi1(y=3)
value than the DSf model. This discrepancy possibly leads tops2(y= 6)
different evaluation of the accuracy of DS model from other stuabsf

ies. Although little improvement is seen in the predictionXqf Exp.

Xg/H At Time step ratio
6.44 4% 104 1.0

6.40 4x10* 1.0

6.25 1x 104 0.25

6.06 2x 1074 0.50

6.28 1x 1074 0.25

using the DSf model, the improvement in the Reynolds sheat

8 / Vol. 127, JANUARY 2005
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Fig. 13 Ratio of two time-scales used in present model in

backward-facing step flow

stress is clearly observed around the locatiox/éi =4 in Fig.
14(c). For the practical use of LES, however, the use of al
directional filtering is considered inevitable. In other words, th$
assessment of the dynamic model on the assumption that the \f
tering is not done in the wall-normal direction is not valid f
engineering application problems. From this standpoint,

o®

ttional domain. The number of grid points in subdomain 1 is 160

1
Uniform F\re esli
flow:Ue P

O

(D:diameter)

20D
]

10D 20D

Fig. 15 Computational domain and coordinate system for flow
around the circular cylinder

to 10,000. Figure 15 shows the computational domain. We employ
an overlaid grid systenfe.g.,[23]) to reduce the computational
kost. The computational domain is divided into two subdomains.
bdomain 1 surrounds the circular cylinder with the radial extent
about 1.D, while subdomain 2 covers the whole computa-

present model is a refined SGS model suited for practical LESX56%20 in the circumferential, radial, and spanwise directions,

6.4 Flow Around Circular Cylinder.

present model to flow around a circular cylinder, which is a typis
cal outer flow. The Reynolds number based on the diameter of
circular cylinder and the mean inflow velocity, RBU,/v, is set

respectively; that in subdomain 2 is:260X20 in thex, y, andz

We also apply the girections, ~ respectively. The minimum grid spacing is 4

0o o2 <Cs>
3 Y Uy T 1 N 3 LI
T (O A N A R Y S A (a)
i \ [} 1 H H i 1
A A R PR R R
e o PR L L ]
EPVETUET N N )
J { \ | ) \ i !
1 =T » P P - DS1 A
¢ } } AN — DSi
Ay 1] :
Y { ! H i H H
Y b3 4 I ! Y H
0 ! ol (-~ ’ d (R N B
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o 4 <v>lv
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(b)

(o)
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10.0

Fig. 14 Effect of y-direction filtering in the dynamic Smagor-
Cs, (b) SGS eddy viscosity,

insky model:

(a) model parameter
and (c) Reynolds shear stress

Journal of Fluids Engineering

1073D. The spanwise extent of the domain is set B, 2nd a
Eriodic condition is imposed on that direction. A no-slip bound-
ary condition is applied on the wall, and a no-stress condition is
imposed at the upper and lower boundaries. A uniform flow con-
dition is imposed at the inflow boundary. At the outflow boundary,
the convective boundary condition is applied.

In the Smagorinsky modeGsis set to 0.1S1 model and 0.15

(S2 model. The former is the value used in the previous test
cases, while the latter is the value generally used in outer flow
calculations. As for the wall-damping function, the same problem
as in the backward-facing step flow occurs if that of van Driest’s
type is adopted. Namely, the effective region of a wall-damping
function is unreasonably expanded near the flow separation point
and reattachment point. Moreover, there is another problem in the
region before the separation point, where the flow is laminar at the
current Reynolds number. To represent this flow field, the wall-
damping function must be equal to zero. However, it is impossible
for the damping function of van Driest's type to represent this
relation. Thus, to evade the decrease in accuracy and the ambigu-
ity caused by the wall-damping function in this study, the follow-
ing wall-damping function, the validity of which in this flow field
is ascertained by Kato and lkegay@4], is employed:

f=min(1,y5n/D), (22)

wheren indicates the distance from the wall surface. In the DS
model, the parameteZ is obtained in the same manner as in the
calculation of the backward-facing step flow.

Table 4 shows the calculated drag coeffici€y,, which is the
most important characteristic of bluff bodies, the root mean square
of the lift coefficient fluctuationC, s, the angle of the flow
separation pointdsp, the length of the recirculating region on the
centerline,Xr, Strouhal number, St, and the time step allowing
for a stable calculation\t. In this table Cp, andCp; indicate the
pressure and friction drag coefficient, respectively. These calcu-
lated results are compared with some experimental regefiis
28]. Figure 16 shows the pressure distribution on the cylinder
surface. The present model and the S2 model predic€tht be
in fair agreement with the experimental data, while the DS model
shows less accuracy in pressure distribution on the cylinder sur-
face (especially #>100 deg and less computational stability,
similar to the previous test case. The S1 model underpredicts the
base pressure, while the present model predicts it accurately even
though the same model parameter as in the previous test cases is

JANUARY 2005, Vol. 127 / 9
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Table 4 Results of flow around a circular cylinder and the computational time step

Time step
Co(Cpp . Cpi) Clims Osp Xg St At ratio
Present 1.1@.142,0.03D0 0.44 86 deg 0.83 0.21 4% 1072 1.0
S1(Cs=0.1) 1.321.286,0.032 0.61 86deg 0.75 0.21 4% 103 1.0
S2(Cs=0.15) 1.191.162,0.032 0.39 85 deg 0.95 0.21 4% 1073 1.0
DS 1.081.054,0.02% 0.39 86deg 0.M 0.21 2% 103 0.50
EXxp. 1.1-1.2 0.3-0.5 ~1.0D 0.20-0.21

used. Thus, the present model is considered to be more universalan velocity and turbulent intensity distributions in the D

than the Smagorinsky model. Figure 17 shows the ratio of twaane in quantitative comparison with experimental data by Norb-
time-scalesR, used in the present model. In contrast to the resulésg[28]. In this figure, any results except for the S1 model's agree
in the channel flow and the backward-facing step flow, it variesell with the experimental data. It can be seen that the calculated
from 0.4 to 0.8 in the wake region of this flow field. K rises maximum value of the turbulent intensity is lower than the experi-
from 0.225 to 0.6,»; increases by 24%. This property of the
present model may be one reason why it gives accurate results
with the consistent model parameters.

Figure 18 shows the profiles of the mean streamwise veloci ] 1 <u> /U
streamwise turbulent intensity, mean pressure coefficient, aQ T
SGS eddy viscosity along the radial lines. Although we do n«J
have corresponding experimental data, it is found that the pres &
model gives results closer to those of the S2 model than the [ ~
model. Taking into account that the model parameter used in t 95 | .
S2 model is an artificially optimized one for this flow field, the [ _— g;esent-
accuracy of the present model is presumably higher than that . S2
the DS model. Figure 18) shows that at#=0° where flow is -~ DS
laminar, v, given by the present model becomes nearly zero as 0 L
the DS model sincek.. approaches zero. Figure 19 shows th(a) ~ 900 1125 1350 1575 180.0 0
0 0.5 4 'ms ! Uo
1 T LT T
1 T ML B B S H
— Present o
---- 81 i
4
oo 05 ! ]
o o Exp.(Miyata) | — Eresent
ALt i « 82
s | ] J ---DS
D 0 - 1 1
. () 900 1125 1350 1575 180.0 :]
Sy { 0 2<Cp>
s T 1 1 1 T T
Q L
~
Y S S N =
0 50 100 150
0 0.5 4
— Present 1
Fig. 16 Pressure distribution on the cylinder surface o g; ]
= DS +4
1 AR 0 it 1
: At (¢ 900 1125 1350 1575 1800 @
1 M <velv
; ! -
b T o 600 2
v: =U. b
Rosk Vi - 6=225 | =
e "+ 9=45.0 i
. — 0=67.5 1 05 | b
A v 6=80.0 1 — Present
------- 0=1125 - 81
x 0=135.0 - 82
......... - 9=157.5 - --- DS
....... o §=180.0] 0 L
0 it L (d) 00 900 180.0 0
0 0.5 1
R Fig. 18 Comparison of results of flow around the circular cyl-

inder along radial lines:
streamwise turbulent intensity,

(a) mean streamwise velocity, (b)

Fig. 17 Ratio of two time-scales used in the present model in (c) mean pressure coefficient,

flow around the circular cylinder

10 / Vol. 127, JANUARY 2005

and (d) SGS eddy viscosity
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1.5 T ——r————7 Table 5 Drag coefficient of the Ahmed model and the compu-
[ °p ] tational time step
s 1L b Cp (Error % At Time step ratio
2 ] Present 0.289+2) 5x 10°° 1.0
E H N -a- Present S 0.326(+15) 5% 10°° 1.0
Vosh -w- S1 h DS 0.262(—7) 25x 1075 0.50
I o Exp.(Norberg)]
0
F . . e ing is 0.05 mm. In the DS model, the parameis calculated
'°-50 . ‘05‘ —— PR 15‘ locally with the clipping that sets the negative SGS eddy viscosity
@) ) y/D § to zero. In the S modelCs is set to 0.15, and the following
wall-damping function is adopted= min(1,/n/Cy), wherelL is
0.8 . set to 10 mm.
S L ' ! b In the wall condition, we assume the following three-layer wall
= ] -a- Present 1 function modified from the two-layer one proposed by Werner and
:E [ ] Wengle[29] on the instantaneous velocity distribution:
=

ut=yt (yTsydy,

- ut=A1y" B (yi<yt=<yd), 23)

uT=A2y"B2 (yg<y),
‘. yél:All/(l*Bl), yézz(Az/Al)l/(Bl*BZ),

whereAl1=2.7,A2=8.6,B1=1/2, andB2=1/7. Using the three-
layer wall function may prevent a decrease in accuracy around
y*=10. According to Eq(23), the wall shear stress,,, is esti-

(b) mated as follows:
Fig. 19 Comparison of results of flow around the circular cyl- Up .
inder with experimental data:  (a) mean streamwise velocity and TW:F (Up<uca),
(b) streamwise turbulent intensity Yo
1+B1 1 )Bl_+1—Bl( yél >l+Bl 2/1+B1
Tw= Up
mental data, probably due to the insufficient grid resolution Al \2Rey, 2 2 Reyp
around the separating shear layer. Another reason is that the re- (., <u <uc,),
sults do not include the SGS components, which also become P (24)

nontrivial in the region of low grid resolution. 1+ BZ( 1 )Bz_ Bl—BZ( yee )HBZ

= — —— u 4+ —-—
6.5 Flow Around the Ahmed Model. We also apply the A2 \2Rey,/ P 1+B1 |2Rey,
present SGS model to the three-dimensional flow around an (1-B1)(1+B2) 1 1+B2 2/1+B1
Ahmed model(Ahmed et al.[7]) that is a typical engineering ( ) Ve
application on high Reynolds number condition. The coordinate 2A2(1+B1) |2Rey,

system is illustrated in Fig. 20. The rear body slant angle is 25 deg (Uep<Uy)
and the incoming flow velocity is 40 m/s. Taking account of the c2="ph

previously mentioned near-wall problem on such high Reynolds_ 1 _

number conditions, we employ a conventional artificial wall con-UcFm(yél)z, Uczzm{(Bl— 1)(yér)?
dition on the wall surface, and select a test problem in which the P P

locations of the flow separation points are apparent and little in- +2A2(yt,) 1B,

fluenced by the conceivable disparity in the property of turbulent — o i .
boundary layer before the separation. whereu, andy, indicate the filtered velocity component parallel

The computational domain is divided into two subdomains. THe the wall and the distance from the wall at the center of the grid
number of grid points is 197127x132 in subdomain 1 that sur- C€lls next to the wall, respectively. However, itself does not
rounds the Ahmed model and 1289x62 in subdomain 2 that a@ppear explicitly in the discretized equation in the generalized

covers the whole computational domain. The minimum grid SpaELJI’Vi”neal’ coordinates. Thus, we define the effective viscosity on
the wall as follows:

.
| ver=—2®. (25)
1044 Up
By using v instead ofv in evaluating the viscous stress on the
Flow e Z Yy T wall, the present wall condition is embedded. In the LES calcula-
\ 288 tion using the present model, the wall coordinates at the center of
* the grid cells adjacent to the upper surface of the body in the
symmetry plane vary approximately from 0.2 to 6.
X 389 The calculated drag coefficier® , and the time step allowing
Z for a stable calculation are shown in Table 5. The drag coefficient
obtained using the present model agrees well with the experimen-
Fig. 20 Appearance of the Ahmed body and dimensions tal result, while the results using the DS model continue to show
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Fig. 21 Comparison of results of flow around the Ahmed body Fig. 22 Comparison of results of flow around the Ahmed body
in symmetry plane: (a) mean streamwise velocity, (b) stream- i Xx=200mm plane: (&) mean streamwise velocity, (b) Rey-
wise turbulent intensity, and  (c) SGS eddy viscosity nolds shear stress, and  (c) SGS eddy viscosity

7 Conclusions

) . ) We proposed a new SGS model that is suited for practical large
less accuracy and less computational stability. Figure 21 showgdy simulation. Being constructed with the concept of the mixed-
the mean velocity, the turbulent intensity distribution, and thgme-scale, the present model enables us to use a set of consistent
SGS eddy viscosity in the symmetry plane, while Fig. 22 showaodel-parameters and to dispense with a wall-damping function
those in thex=200 mm plane. The agreement between the comf van Driests type as in the dynamic Smagorinsky model. The
putational results using the present model and the experimeraaturacy of the present model is as good as that of the Smagor-
data[30] is quite satisfactory. The DS model does not predidnsky model with the model parameter optimized for the relevant
these quantities adequately, especially in the separation regftsw field, and is higher than the dynamic Smagorinsky model
over the rear slant face. The DS model predicts a shorter sepatéing the all-direction filtering procedure. The usage of fixed
tion length whereas the S model predicts a longer one, Whigppdel-parqmeters pr_owdes computational stability in contrast to
results in the disagreement @, . As shown in Figs. 2t) and _the dynam|c S_magorlnsky m_odel. Furthermore, th_e present model
22(c), the ratio of the calculated SGS eddy viscosity to the més €asily applied to flows with complex geometries because no
lecular viscosity is more than 100. Thus, the role of the SGS ed@{fificial averaging procedure is needed to stabilize the computa-
viscosity is extraordinarily large. The present model gives tHoN. Thus, it is concluded that the present model is a refined SGS

similar distributions calculated with the S model in the wake rJ—nOdel suited for engineering-relevant practical LES.
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1 Introduction lenged since a large number of data is required to represent the

Atomization processes are inherently complex involving clogntire flow field. Recognition of this has direct implications for

coupling of both thermodynamic state of the fluid, as well as ﬂ%'essure_-_swwl _atomlzer design methodologies.
design of the injector. The fragmentation of the injected liquid into, In addition, t'gh_t and lower budget programs as We.” as aggres-
smaller fluid elements, its mixing, evaporation, and combinatiotl’< sche_dules will no longer allow elther_ an extensive test pro-
at the molecular level with other species in chemical reaction is am as in the past or a thorough equrlmental investigation on
critical importance. Today, new propulsion systems require praci effect of new determined design variables on the overall per-
tically new injector developments. Hence, research programs g{t)émance gharacterlstlcs. Thus, the |ntrod.u.ct|0.n of an a[ternatlye
launched toward a better phenomenological understanding of 0!, €nabling to foresee the effect of modification of design vari-
omization phenomena in terms of breakup behavior of the spray3R!€s; as well as to guide the design optimization procedure in a
the near-field, drop size, and velocity characteristics in the fattort time frame, will be of great importance to the designer. A
field of the injector. different approach to capture the flow field is by means of neural
Historically, pressure-swirl injectors are designed based on e¥etworks.
perience, empirical design tools derived from subscale databaseé\mong the scientific communities, the application of neural
and personal intuition. However, in general, empirical desighetworks is growing owing to their fast, reliable, and computa-
methodologies are limited to test conditions and range of variabé@nally inexpensive response. Several attempts have been made
for which the tests are performed. Design improvements ai@ apply artificial neural networks to problems in fluid dynamics
achieved through extensive sub- and full-scale cold and hot téd sprays. Amir et aJ1] used CFD calculations to train artificial
programs. Furthermore, due to the lack of an optimization schemeural networKANN) methodology for the propane spray devel-
for pressure-swirl injectors, a large number of studies are p@pment. Their results indicated that ANN modeling could be su-
formed for a better assessment of impacts of the geometrical p&rior to CFD techniques if the model is sufficiently trained. In
rameters, operating conditions, and propellant properties on #eother study, Schulte et 4R] applied neural network to model
spray and the resulting flow characteristics. Specifically, state-dlfie structure of a fan atomizer. Measurements from phase doppler
the-art computers and CFD algorithms, as well as laser-based nanemomete(PDA) are used to train the neural network. Further,
intrusive diagnostics are utilized. As a result, required data froRruvost et al[3] used a neural network algorithm based on radial
test programs, for the purpose of injector design, as well as thasis functionsgRBF) to investigate three-dimensional velocity
performance optimization task, make the design procedure expégld of a swirl jet flow. This technique appeared to be an efficient
sive and time consuming. tool to accurately represent any hydro-dynamical characteristics
On the other hand, in both experimental and CFD studies, flayf complex flows.
fields are often illustrated as a distribution of discrete points. The present work attempts to develop a fast, reliable, and robust
While experimental measurements provide local and instanigeural network tool for pressure-swirl atomizer design optimiza-
neous information, CFD methods exploit continuous differentidion when a limited amount of design data exist. Two different
equations on a discrete environment called numerical grid. Thugomizer configurations are considered: A single swirl atomizer
interpolation schemes are usually employed to determine Wnd a double swirl atomizer. As a first step, the spray behavior at
known values at desired positions. Nevertheless, in common ifarious pressures, as well as various spatial arrangements, is ex-
terpolation methods, it is required to assume a function with sorp@rimentally investigated for both configurations using a high-
unknown parameters. Thus, if the flow becomes complex or hag@eed CCD camera and phase doppler anemoniey) tech-
great spatial dependency, common interpolation methods are chaue. PDA results are used to train a general regression neural
network (GRNN) [4]. Critical parameters to the GRNN training
cr e B Wi oy s vt Suon 2 150 evaluated an ciscussed. Finally, the degree of the accu-
y of the predicted results by GRNN is presented and compared

December 17, 2002; revised manuscript received September 27, 2004. Review d@'p - |
ducted by: M. Plesniak. using additional data from PDA.
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2 General Regression Neural Network X, X X, X

ANN is a wide class of flexible nonlinear regression and dis-
criminant models, data reduction models, and nonlinear dynami-
cal systems[5]. ANN consists of an often large number of
“neurons”—that is, simple linear or nonlinear computing ele-
ments, interconnected in some complex ways and normally struc-
tured into layers.

Many ANN models are similar or identical to popular statistical
techniques, such as generalized linear models, polynomial regres-
sion, nonparametric regression, discriminant analysis, projection
pursuit regression, principal components, and cluster analysis.
ANN models are capable of processing vast amount of data and
making predictions of complicated phenomenon beyond condi-
tions examined during testing, computations, etc. This paper is
concerned with general regression neural netwd@&RNN) for
data analysis, and predictions at various situations.

|
O Input Units

Pattern Units

Summation Units

The GRNN is a memory-based feed forward network that is Output Units
based on the assessment of probability density function. Assume l
thatf(x,y) represents the known joint continuous probability den- A
sity function of a vector random variable, and a scalar random Y(X)
variable,y. The expected value of given X (also called the re-
gression ofy on X) can be computed by Fig. 1 GRNN block diagram
——— 2y (X y)dy L
[yIX]= JE2E(X,y)dy @ Fig. 1, the summation layer has two uriésandB. While the unit

) . ) . A computes the summation of gxpD?/20?| multiplied by theY;
In practice, the probability density function is usually not krlow'&ssociated withX;, the unit B computes the summation
and, therefore, has to be estimated by sample of observations QJXQ—D?/Zozj. Finally, the output unit divides by B to provide

andy. The probability estimat&(X,Y) is based on sample valuesthe prediction result as

X; andY;
m . D|2
: 1 1< Alexp — —
f(X,Y)= ———————— =" exp - .21 p[ 20°
(2m) P~V PHD N Y(X)= 5 52 @)
i L
_ (X=X)T(X=X;) exp{— (Y=Y))? @ Zl B exp{ 20°
2 2 . .
20t 20 with Ai(k) andB'(k) are defined as
Substituting the probability estimatérfrom Eg.(2) into the con- A(K) =A(k—1)+Y. 3
ditional mean in Eq(1), gives the desired conditional meanyof _( ) _( )Y ®
for a givenX as B'(k)=B'(k—1)+1 9)
D2 whereAl (k) andB'(k) are the values of the coefficients for clus-
S, exg — ) teri afterk observations and are the sum of tfi@alues and the
\A((X): 20 3) number of samples assigned to clusterespectively. For a more
F{ D? detailed description on GRNN, the reader is referred to SH&¢ht
' exg ——
=t 202 3 Experimental Approach
where the scalar functioB? is defined as: A selected number of experimental investigations found in the
) T literature were used to document the general spray characteristics.
Di =(X=X;) (X=X (4)  High-resolution photography was used in the early investigations

Parzer(6] and Cacoullog7] have shown that the probability es-and still remains a reliable tog®]. An experimental investigation _

timator in the form of equatiof2), used in estimatingl) by (3), Was conducteq by Leg and Tankin on the study of water spray in
provides consistent estimatafthat is, asymptotically converging & [10]- In their experiments, holography was used to study the
to the underlying probability density functidix,y)) at all points SPTay pattern, as well as the droplet size Q|str|but|0n. In another
(X,y) where the density function is continuously by givenas study, jet and swirl spray pattern of water in steam was explored

=(n), and is a decreasing function of n such that by using the aforementioned methdd4]. Further, a high-speed
CCD camera was used to capture the modes of instabilities in a

lim o(n)=0 (5) coaxial air-blast injectof12]. In addition to flow visualization,
n—e laser doppler anemometry was used to study the mixing process of

a pressure-atomized sprdy3]. It was found that mixing is
strongly influenced by the degree of flow development at the in-
jector exit and the breakup regime. In another study, PDA and
The topology of a GRNN, shown in Fig. 1, consists of four layergyalvern instruments were used to predict the atomization process
The input layer, the hidden layer, the summation layer, and ther solid-cone pressure swirl spray#4]. Further, PDA was also
output layer. The function of the input layer is to pass the inpufsed to explore the effect of viscosity and liquid surface tension
vector variables to all the units in the hidden layer which consiston the mean diametdn5]. It is found that mean diameter in-

of all the training sampleX;---X,. Further, the scalar function creases as viscosity and surface tension increase.

Di2 between the unknown pattern and the training sample is cal-The present authors have also conducted a series of experimen-
culated and passed through the kernel function. As illustrated tal studies on various governing parameters of a liquid spray pat-

lim ng"(n)=o0 (6)

n—o
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Pressurized Main Part

Air

1: Pressure Vessel

2: Spray Nozzle

3: Transmitting Optics
4; Receiving Optics

5: Processor

6: Oscilloscope

7. Computer

Fig. 2 Experimental setup

tern of swirl type injectors. The spray formation at various injec-
tion pressures, spray cone angles, breakup lengths, and velocity
components were obtained as a function of pressure drop. At low
injection pressures, CCD camera was used for visualization of the
liquid sheets and breakup processes whereas at higher pressures,
PDA was used to measure the droplet size, as well as the axial and

radial velocities at each point. For a detailed description on the|; should be noted thaz locations smaller than 20 mm—that is
experimental setup, the reader is referred to Ref§—20. closer to the nozzle exit of the injector—are omitted due to the

3.1 Experimental Setup. As illustrated in Fig. 2, the ex- dense spray region and Fhe resulting inaccuracy of the PDA mea-
perimental setup consists of a high-speed, 6480 pixel CCD Surements. Furthez locations beyond 32 mm are not of practical
camera, a PDA system, a Stroboscope, a data acquisition syst@lportance in this research. o )

(DAS), an injector block, and the working fluid supply system. In the trajectory mode, as illustrated in Fig. 4, each line con-
The spray images, as well as PDA measurements, are stored@fs 13 measurement points regardless ofZHecation. How-

DAS for off-line analysis. Further, the injector nozzle is mounte§Ver. the measurement points are positioned in such a way to keep
on a test rig and water is used as the working fluid. In order to g€ Spray cone angle of respected measurement points from one
ab|e to Vary the feed pressure to the injector, water iS Supphgae to anothe_l’ ||ne as constant. As a I'esu|t, the Iength Of the ||ne.s
from a pressure vessel under pressurized air. Water is injecftfl the spacing between equally spaced measurement points in-
vertically downstream through the atomizer at atmospheric teffease from the first line Z=20mm) to the last line 4
perature and pressure conditions. =32mm). _ o _ _

As illustrated in Fig. 3, the liquid enters the injector section A In the planar mode, as illustrated in Fig. 5, each line contains 19
with diameter D1. Further downstream, the liquid gains on ang{Reasurement points regardlessZdbcation. However, in contrast
lar momentum due to the helical path in section B with diametép the trajectory mode, the length of the lines and the spacing
D2 and is ultimately accelerated through a nozzle and dischardi@§ween equally spaced measurement points are not changed from
from the orifice in section C. As a result, continuous liquid is
discharged through the nozzle in the form of a hollow conical
liquid sheet and the disintegration into droplets occurs by the li Lines are located at 20mm to 32mm downstream
uid sheet instability processes that may happen at various mo: of the nozzle with an increment of 3mm
for different injection pressures or discharge velocities.

Finally, as previously indicated, two different injector setting:
are investigated: A single injector and a double injector. While fc
the double injector the resulting spray pattern is the product of tl :
intersection of two single spray patterns, the spray pattern for t : —
single injector remains unaffected.

Fig. 3 Atomizer close-up

Atomizer } :

13 poink are located

Tajectory
i oneach line

4 Case 1: Single Injector data paints

4.1 PDA Measurements. PDA measurements are per-
formed along five parallel lines but in two different modes: £
trajectory mode and a planar mode as illustrated in Figs. 4 and
respectively. All lines are in one plane and are perpendicular to t
injector center of axis. The first line is at a distance of
=20 mm downstream of the nozzle and the remaining lines are
spaced at an increment of 3 mm—that isZat20, 23, 26, 29, and Fig. 4 Trajectory mode. Measurements are used for GRNN
32 mm downstream of the nozzle, respectively. training.

Spray Cone
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Lines are located at 20mm to 32mm downstream

of the nozzle with an increment of 3mm 20

16

12

Planar .
dota points ;19 poinks are located

oneach line

Axial Velocity (m/s)
«©

Spray Cone

Fig. 5 Planar mode. Measurements are used for evaluation of

TT T T T [ T T T T[T rrryrrrrrprrrr.

the GRNN predictions. 4 —<+— Experiment
Al J_l L L L L ' L 1 1 L l | - — ] IJ Lol L 1 l Ll IJ
60 -40 -20 0 20 40 60
Y(mm)
the first line €=20mm) to the last line £=32mm). Finally, (a) Axial velocity

regardless of the measurement mdttejectory or planar two
different components of the velocity are measured at each poi
namely the radial velocity and the axial velocity.

It should be emphasized that data by the PDA measureme
from the trajectory mode are exclusively applied for GRNN train
ing and data by the PDA measurements from the planar mode .
kept reserved for evaluation of the predicted data by GRNN.
other words, data by the PDA measurements from the trajectc
mode are used as an input to train the GRNN. Subsequently,
trained GRNN is employed to predict data for the planar mod
Finally, the predicted data for the planar mode by the GRNN
then compared with those obtained from the PDA measureme
for the planar mode.

- »n
L3 o

-
o

(=]

Radial Velocity (m/s)
&

4.2 GRNN Training. As a preprocessing step, the width of
the estimating kernelg, in the GRNN needs to be determined
[21,22. In order to pinpoint the optimized value for the width of
the probabilityo, a systematic investigation is performed as fol
lows: data by the PDA measurements for the trajectory mode a  -15
particular position downstream of the injector nozZle., Z
=20, 23, 26, 29, or 32 mjrfor a specific value of the probability ol b L b L L)
(i.e., 0=0.01, 0.05, 0.2, 0.4, or)3are used as input to train the -60 -40 -20 0 20 40 60
GRNN. Further, it should be kept in mind that for each set ¢ Y(mm)
probability, o, and measurement positidy GRNN training is (b) Radial velocity
performed two times—one for the axial velocity and one for the
radial velocity. It should be emphasized that while each GRNN Bg. 6 Effect of o on the velocity prediction at Z=26 mm: (a)
trained with 13 sample¢measured data pointsthe number of Axial velocity; (b) Radial velocity
predictions for the same flow field are 19.

0
-
o

5]
LBLELES SLILE R LML SLECALEE S BLERALACEN LA AN SR RONLNLE N RIS |

4.3 Results. Due to the excessive amount of the experimen-
tal and GRNN results, only one set out of the previously men-
tioned results is selected for illustration. A more comprehensi\?é
description of the results may be found in Rgf3]. Results for
the axial and radial velocities &=26 mm are summarized in For the present GRNN model, the authors opt _the vatu®.05
Figs. 6a) and &b), respectively. While the bold solid line shows®S the o_verall_optlmlzed val_u_e_of the probabilityepy overar I
data obtained by the PDA measurements, the dashed lines re%é—er to investigate the sensifivity ©fy overai=0.05 t0 the accu-

It can be seen by inspection that 6k 20, 23, 26, 29, and 32
m, the optimized value of the probability is almost identical
r both types of velocities and is independent of Facation.

sent data predicted by the GRNN. For both velocities, axial afgcy Of GRNN prediction.oop overai=0.05 is used to train the
radial, the deviation between the PDA measurements and th I\CI;I\II?’a\\ItNaI_IZ-IOTIatéorCI;sR:"?‘r the traj_ecttch](y mode. Thg (_:orresgotnd-
predicted by the GRNN becomes larger as the probabitiin- Ing IS cafle Bbtoveran IN this paper and is used to

creases. Therefore, in order to identify the optimized value of ﬂpé(?ldlctthdata ‘Zt. tth% planalltr modttahfor both typ((ejs QItheAOCItIefS. F-
probability o, a mean error is defined, as follows: nally, the predicled results are then compared wi ose from a

i GRNN that is trained with a locally optimized value of the prob-
=KV (XY =Y ability o, called GRNN; oo It should be mentioned that locally
EmearF# (10) optimized value of the probability are referred to a probability
which minimizes the mean prediction error, Eg0).

Hence, the mean error for different values of the probabititt Figure 8 shows the mean velocity errors of GRJMYerarand

particularZ-locations is calculated. Figure 7 shows the optimizeGRNNqq jocal With respect to PDA measurements as a function of

value of the probability ¢ at each Z-location, 23mm=Z Z-location. Three different values of the mean velocity errors are

<32 mm, for both radial and axial velocities. indicated: The local maximum error, the local minimum error, and
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Fig. 8 Mean velocity error for the planar mode

Spray Cone

the mean error over the whole domain. While the local maximum
(minimum) error present the largegsmallest deviation between
any similar points of GRNW gveran@nd GRNN; o the mean
error over the whole domain reflects the error over the full data
set—that is, 19 test points.

The local minimum error of both GRNN overar a@nd
GRNN,p ocal @€ almost identical and their deviation with the
PDA measurements are less than 1% everywhere, for both inter-
polation and extrapolation regions. Further, the mean error over
the whole domain of both GRNJM overan@nd GRNN jocaiS also
in extreme good accordance. However, the deviation from the
PDA measurements is between 4% and 10%-aB82 and 20 mm,
respectively. Finally, the local maximum error of both
GRNN,p overan @Nd GRNN joca1 IS In good agreement except at
Z=29 and 32 mm with a difference of about 2% to 3%. Never-
theless, the deviation to the PDA measurements is between 13%
and 27% aZ=32 and 20 mm, respectively.

On the other hand, a dash—dotted line is plotted in Fig. 8 which
represents the boundary between the regions of the pure interpo-
lation and the combination of interpolation and extrapolation. A
further inspection of the data set about the local maximum errors
of 27% atZ=20 mm confirms that the error corresponds to the
last point of the data set—that is, the extrapolation region. How-
ever, in order to minimize the magnitude of the local maximum
errors in the extrapolation region, one may provide the zero ve-
locity condition at the far field as an extra input to the GRNN
training. This methodology is also investigated and the result is
plotted in Fig. 8 as a solid line. It is apparent that by this method
the deviation to the PDA measurements is lowered by up to 8%.

5 Case 2: Double Injector

5.1 PDA Measurements. Phase Doppler measurements
were carried out with two pressure-swirl injectors placed side by
side at a distance;. The geometrical parameters, as well as a
schematic illustration of the setup, are shown in Fig. 9. Both in-
jectors are of the same configuration as that investigated for the
case of the single injector. PDA measurements are carried out for
four differentd; settings of 18, 22, 26, and 30 mm. It is apparent
from Fig. 9 that by varying the distance between the injectors, the
remaining geometrical parameters will also be altered. However,
in this investigation, the distande,, is kept constant while the
distanceL; is adjusted for changes i . This approach enabled
us to perform the PDA measurements on a plane at a fixed dis-
tance to the intersection point of the two spray patterns indepen-
dent of the distance; , between the injectors. Further, PDA mea-
surements are performed for a plane as opposed to a line used for
the case of the single injector. In addition, the PDA measurement
plane, illustrated in Fig. 10, is made of measurement points that
are 5 mm apart from each other; in other words, an equally spaced

d, ”Injector
S R ;\, ,,,,, G- -
spray -~ o/ .
NS _ ;\ 777777 |
Cone // 1 K ’
y VG |
/ /Oﬁ N ) Ln
) /2 .
: d !
| e 1
I |
dt

Measurement Plane

Fig. 9 Geometrical setup and the corresponding parameters

18 / Vol. 127, JANUARY 2005

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tively. It should be noted that each measurement plane has ap-
proximately 225 measurement poirfgamples Both curves are
similar and reach an asymptote for a mean prediction error of 5%
at about 200 randomly selected samples. However, as illustrated
in Fig. 16, if one reduces the number of samples to aboui(thzd

is, ~20% of the available samples on tleg=22, 26, and 30 mm
measurement plangsone may predict 225 measurement points
on thed;= 18 mm measurement plaextrapolation regimewith

an accuracy of approximately 93%hat is, a mean prediction
error of 7%).

Measurement
Region

6 Summary and Conclusion

Neural network technique is applied to the design optimization
of a simple pressure-swirl injector. PDA measurements of axial-

Vi and radial velocities at differeizt-locations of the spray cone, for
Laser Beam Xinin Ximax different measurement modésajectory and plangrand for dif-

) ) ) o ferent injector setupgingle and doubleare performed. While the
Fig. 10 Measurement region for the side-by-side injector PDA measurements for the single injector are performed on a line,
setup the PDA measurements for the double injector are performed on a

plane.

Further, PDA measurements from the trajectory mode are ex-

m rement arid of5 mm w. rformed. In order r clusively used to train the GRNN. However, GRNN predictions
easurement grid 0P85 as performed. In order to capture made for the planar mode. It should be noted that the number

the full spray cones, the measurement plane is enlarged from 9 o . .
pray i P g gqiralmng samples from the trajectory mode is kept always

19 cells atd;=18 mm to 9 by 23 cells adl;=30 mm. Measure- ller th h b ¢ dicti for the ol d
ments are performed for both axial and radial velocity distriblﬁml{’(‘. er thanGtRﬁ”\Tum er o rl)re_ ictions OIT the planar mcl) e—
tions at differentd; settings, Figs. 11 and 12, respectively. Thénaolrril?]r;[] e an interpolation, as well as an extrapolation

results indicate that due to the impingement of the two spr . - .
cones, a secondary maximum velocity is developed at the centelt 'S observed that the GRNN predictions for both axial- and

of the inner spray. Agl, increases, this secondary maximum veradial velocities are very sensitive to the width of the probability
i ! Thus, PDA measurements for a single pressure-swirl injector

locity grows in magnitude. A comprehensive discussion on tH& = O
experimental results is found in Ré23] are used as a reference for GRNN predictions to pinpoint an op-

timized value for the probabilityr. The optimized value was
5.2 GRNN Training. Considering the results from thefound to be 0.05 ¢y overa= 0-05). A GRNN algorithm based on
single injector case, the GRNN training for the double injector i8qp overanis developed, GRNY qera The accuracy and robust-
focused on the extrapolation regime. In other words, data by thess of GRNNy oeran iS €xamined for design optimization of
PDA measurements at=22, 26, and 30 mm for the axial- andpressure-swirl atomizers when limited amount of design data ex-
radial velocities are used as an input to train the GRNN with dsts. For a single pressure-swirl injector, GRMNyeraiis found to
adopted optimized value of the probabilittp; overai= 0.05. Sub- be capable of predicting the axial- and radial velocities at
sequently, this GRNN algorithm is used to predict data for thélocations of 20, 23, 26, 29, and 32 mm with a mean velocity
axial- and radial velocities at;=18 mm, shown in Figs. 13 and error of approximately 10%, 5%, 4%, 4%, and 4%, respectively.
14, respectively. The results shown in Figs. 13 and 14 indicate thaturthermore, the determinet gyera from the PDA measure-
the predicted values for both axial and radial velocities are ments for the single pressure-swirl injector is used to train the
excellent agreement with the PDA measurements indicating t8&RNN for a double injector ad; settings of 22, 26, and 30 mm.
capability and accuracy of the trained network. Further, as illustowever, attention is given to the extrapolation regime rather than
trated in Fig. 15, the mean prediction error over the whole domaimterpolation regime. Subsequently, the developed GRNN is used
of GRNN, overan (r€lative to the PDA measuremehts also cal- to predict values for the axial- and radial velocitiesdasettings
culated for both axial- and radial velocities at different injectoof 18 mm (extrapolation, as well as at 22, 26, and 30 mm. The
spacingd; . The values are also compared with the mean predimean prediction error for the reconstructed axrabial) velocity
tion error based on the local optimized value of the probabilitfield of the impinging spray pattern af settings of 18, 22, 26,
GRNNgt10cat The mean prediction error for both GRMNyverar  @nd 30 mm is found to be 5%6%), 3% (5%), 3% (4%), and 4%
and GRNN, oco@re found to be in a good agreement. Finally, the8%), respectively.
mean error for the GRNN prediction of the axial velocities is less In addition, an investigation is made on the sensitivity of the
than the corresponding radial velocities. While the mean error f@RNN on the number of the training samples for both axial- and
the GRNN prediction of the axial velocities dét= 18, 22, 26, and radial velocity predictions. It is observed that as one reduces the
30 mm is about 5%, 3%, 3%, and 4%, respectively, the corraumber of samples to about 12hat is, ~20% of the available
sponding mean error for the radial velocities at the same injectsaimples on thd; =22, 26, and 30 mm measurement planese
spacing is about 6%, 5%, 4%, and 8%, respectively. may predict the 225 measurement points ondfre18 mm mea-
Finally, an assessment is made on the sensitivity of tlsirement plandextrapolation regimewith an accuracy of ap-
GRNNgt overail ON the number of training samples for both axialproximately 93%(that is, a mean prediction error of 7%
and radial velocity predictions. Again, attention is focused on the In conclusion, the preceding observations indicate that the
extrapolation regime of the GRN) overanfather than the interpo- GRNN is capable of performing design approaches, as well as
lation regime. In other words, data by the PDA measurementsagitimization studies of sufficient accuracy with modest amount of
d;=22, 26, and 30 mm for the axial- and radial velocities ardata for pressure-swirl injectors. It has been determined that the
randomly selected and used as an input to train the GRNN..y  GRNN model, which was dependent to the width of probability
The trained network is subsequently used to predict data for tbeuld be modified into a nonparametric model by adopting an
axial- and radial velocities at;=18 mm. Figures 1@) and 16b) overall optimum value of the width of probabilityyy overar- The
show the mean prediction error of the GR)N.ei @t d; application and the high accuracy of the GRNN model for recon-
=18 mm as a function a number of randomly selected trainirgjructing the velocity flow field of a single swirl spray, as well as
samples for both axial- and radial velocity prediction, respethe interaction of two swirl sprays, is demonstrated. Finally, tak-
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- ... | Immiscible Liquid-Liquid
ws. canvano | Displacement in Capillary Tubes

P. R. Souza Mendes1 We analyze the liquid-liquid displacement in capillary tubes. The goal is to determine the
e-mail: pmendes@mec.puc-rio.br amount of displaced liquid that remains attached to the tube wall and the configuration of
the liquid-liquid interface at different operating parameters. The study encompasses both
Department of Mechanical Engineering, numerical and experimental approaches. The finite element method is used to solve the
Pontificia Universidade Catolica do Rio de governing equations and, in order to validate the predictions, visualization experiments
Janeiro, Rua Marqués de Sao Vicente 225, Rio are performed to capture images of the interface. The numerical results were obtained for
de Janeiro, RJ 22453-900, Brazil the assumption of negligible inertia, and the effects of viscosity ratio and capillary num-

ber are investigated. The predictions and experimental observations are in good
agreement[DOI: 10.1115/1.1852484

1 Introduction ment of a viscous liquid by a semi-infinite gas bubble using the

The present paper deals with the displacement of a liquid, if|"it€ €lement method. They exterj(ged the range of the Capillary
tially occupying the interior of a tube, by another liquid which iflumber of the analysis from>610"> up to 10. Lee et al[12]
immiscible with the first. Practical applications include the flow!sed a finite-element method to study the steady gas displacement
through porous media during enhanced oil recojerg.,[1-4]] ©of a polymeric liquid confined between two parallel plates. The
and the cementation process of production and injection wellsn-Newtonian behavior of the liquid was modeled by three dif-
Comprehensive reviews on this subject are available in the litefarent differential constitutive equations.
ture [5,6]. In these processes, it is important to understand theArticles dealing with the analysis of liquid-liquid displacement
mechanism of liquid displacement and to determine the amount®& much scarcer. One of these few papers is given by Goldsmith
quui_d that is left behind adjace_nt to the wall. The configuration ofnqg Masorj13], who report experimental results on the amount of
the interface between the two liquids depends on the force balaRggp|aced liquid left on the tube wall as a function of different
near the interface, which is the focus of the present study. arameters. In their experiments, the displacing material is a long

Most of the related work found in the literature deals with theyq of 4 viscous liquid. The results showed that the mass fraction
\?v%sri gff ?:gﬁ;rg'fh%?ggg ggﬂﬁ&g‘jsalr'%u% ?S:FB% blictkhteoézegfn(?%res as the viscosity ratibl,,= u,/u, is decreased, where the

Y . P 'r}idsex 1 refers to the displacing fluid and,, to the displaced

ments reported in these early papers, the Reynolds number . . . o .
kept smaFI)I enough to assureynggl?gible inertialyeffects. The m;éled. This trend agrees with the theoretical predictions and experi-

goal was to determine the fraction of mass deposited on the tJBENt@l data presented in this work.
wall m, which, with the aid of the mass conservation principle, 1elétzke et al[14], using a perturbation method, analyzed the

can be written as a function of the velocity of the tip of thévetting hydrodynamics problem. They extended the work of
interfaceU and the mean velocity of the liquid ahead of the Bretherton[10] to account for a viscousrather than inviscig
gas-liquid interface, viz., displacing fluid, and the effects of intermolecular forces in submi-
o croscopically thin films. Their computations agreed with the ob-
U-u servation of Goldsmith and Mas$a3], who showed that the film
U (@ thickness of the displaced fluid left on the wall rises with the
viscosity of the displacing fluid. However, their results were lim-
Taylor [8] studied the dependence of the mass fraction on thed to small capillary numbers, namelga<10~*.
capillary number Ca uU/ o, whereu ando are the liquid vis-  petitieans and Maxworthi 5] analyzed the situation of liquid-
cosity and surface tension, respectively. His analysis indicated ”I]ahid displacement with miscible liquids. They studied the effect

the amount of liquid deposited on the wall rises with the interfacgy he Belet number. defined as B&/.D/D ... whereV... is the
. ’ m ms m
speed, and than tends asymptotically to a value of 0.56 @= maximum velocity far from the tip of the interfac®, the tube

approaches 2. Working on the same problem, {Ipstudied the gbameter, andD,, is the diffusion coefficient. The high Blet

mass fraction over a wider range of the capillary number, and al X N .
observed thatn reaches an asymptotic value at a high capillar umber regime should correspond to the case of immiscible fluids
pd infinite capillary number.

number. However, he showed that this asymptotic value was 0. . . o
as Ca approached 10. Using the lubrication approximation, In the present work, the ste_ady dlspla;en_went of a viscous Ilqyld
Brethertor[ 10] derived a theoretical correlation between the mady @ long drop of another viscous liquid in a capillary tube is
fraction and the Capillary number, and the agreement between ARglyzed by simulations and experiments for a wide range of the
predictions and Cox’s experiments is good in the range 610 governing parameters. A thin layer of the displaced liquid is left
<Ca<10°2 behind on the tube walls, as illustrated in Fig. 1. In the figiReg,
Some contributions found in the literature deal with the theds the radius of the tube an@,, the radius of the cylindrical
retical modeling of gas-liquid displacement in the small gap bgortion of the interface. The theoretical approach consisted of the
tween two parallel plates. Giavedoni and Sith] reviewed these solution of the governing equations of this free surface problem
articles and presented a theoretical analysis of the steady displacgng the finite element method. The flow field variables and the
position of the interface between the two liquids are all solved
“To whom correspondence should be addressed. simultaneously and the formulation is not limited to low capillary
Contributed by the Fluids Engineering Division for publication on toeRNAL  hymbers. The theoretical predictions show the effect of different
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . . .
Bprameters on the interface configuration and on the thickness of

June 9, 2003; revised manuscript received August 13, 2004. Review Conducted : i )
S. Balachandar. the layer of the displaced liquid left on the walls. The experiments
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consisted of visualization of the tip of the interface to examine thg- 2 Mapping between the physical and reference domains
shape of the free surface and the amount of displaced liquid left
on the tube wall.

The liquid-liquid interfacgBoundary 5 is also a streamline of the
2 Mathematical Formulation flow. There is no veI_ocit_yjump, while a normal stress jump occurs
at the interface, which is balanced by the capillary pressure
The physical model to describe the displacement of a Newton-
ian liquid of viscosityu, by a long drop of a second Newtonian (U1—up)=0 (10)
liquid of viscosity u, is now presented. The displacing drapqg- o
uid 1) is translating steadily with spedd. To simplify the analy- n(p;—pP2)+n(m—7)=—=—n (11)
sis, the governing equations are written with respect to a moving R
frame of reference located at the tip of the interface. In this framghere 1R,, is the local mean curvature of the interface, given by
of reference, the flow is steady and the walls are moving with
velocity U. 11 a Xs
The geometry analyzed is an axisymmetric tube of raéliys R_mn_ N e Js rC+r2 n
The liquids are assumed to be incompressible, and the flow is s s s s
laminar and inertialess. The velocity and pressure fields are govhere s is the arc-length curvilinear coordinate along the
erned by the continuity and momentum equations. In cylindricéiterface.

(12)

coordinates, these governing equations are writtertiess sub- ~ The relevant dimensionless parameters are
scriptk=1, 2 labels the two liquids 1 U
19 9 Capillary Number: Ca= % (13)
0= o7 (ro+ - (U 2
. . . M2
19 g 9Pk Viscosity Ratio: N“E,u_l (14)
0= FE(rT(rx)k)'*' 5(T(xx)k) - W (3) .
3 Solution Method
0= [_ i(r P _T(W)k + i(T )| - @ 4) Because of the liquid-liquid interface, the flow domain for each
ror Mk r ax (| gr set of parameter values is unknown a priori. In order to solve this

free boundary problem by means of standard techniques for
undary value problems, the set of differential equations and
oundary conditions posed in the unknown domain has to be
transformed into an equivalent set, defined in a known reference
domain. This transformation is made by a mappigx(£) that
HPnnects the two domairikig. 2). The unknown physical domain
IS parametrized by the position vectarand the reference domain
by £. The mapping used here is the one presented by de Santos
[16]. He showed that a functional of weighted smoothness can be
n=my, k=12 (5) used successfully to construct the type of mapping involved here.
CThe inverse of the mapping that minimizes the functional is gov-
C(?rned by a pair of elliptic differential equations identical to those
Soverning diffusional transport with variable diffusion coeffi-
cients. The coordinatesand » of the reference domain satisfy

n-Vu,=0, po=pi (6) V(D.VE)=0 (15)
wheren is the unit vector normal to the boundary apg is a
constant. Far enough downstream of the interf@®undary 1}, V(D,V7)=0 (16)
the flow is also assumed to be fully developed, but the pressurepis and D, are diffusion coefficients used to control the element
not imposed spacing. Equationél5) and (16) describe the inverse mappirg
nVu.=0 @) =§(x). To evaluatex=x(§), the diffusion equations that describe
! the mapping also have to be transformed to the reference con-
The symmetry axi§Boundary 2 is a streamline of the flow, and figuration. The gradient of mapping=x(§) in a two-dimensional

In these equation andr are the axial and radial coordinates,
andv are the axial and radial components of the velocity vect
(u=ug+v§), pis the pressurery,, 7y, Trx, Trr, aNd Ty, are
components of the extra-stress tenso(=T+pl, whereT is
the stress tensor aridis the unit tensor

As mentioned above, the two liquids are Newtonian, i.e., t
extra-stress tensaris proportional to the rate-of-deformation ten
sory=Vu+Vvu'

As indicated in Fig. 1, far enough upstream of the interfa
(Boundary 4 the flow is assumed to be fully developed and hen
the pressure is uniform on the cross section

there the shear stress vanishes domain is defined a¥x=J. |J|=detJ is the Jacobian of the
t-[nm]= =0. n-u.=0 ®) transformation.
= T, =5 K Boundary conditions are needed in order to solve the second-

wheret is the unit vector tangent to the boundary. The no-slip arfder partial differential Eqg15) and(16). Along the solid walls
impermeability conditions are applied along the tube WBtiund- and at the synthetic inlet and outlet planes, the boundary is located

ary 3 by imposing a relation between the coordinateandr from the
equation that describes the shape of the boundary, and stretching
u=Ue, (9)  functions are used to distribute the points along the boundaries.
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The liquid-liquid interface is located by imposing the kinematic
condition(10). The discrete version of the mapping equations arg—
generally referred to as mesh generation equations.

Spatial derivatives with respect to coordinates of the physice
domainx can be written in terms of derivatives with respect to
coordinates of the reference domdiby using the inverse of the Fig. 3 The finite element mesh, with 362 elements and 7178

gradient of the mapping degrees of freedom
14 d
X 9& The overall domain length was equal to 15 inner diameters (
=J1 (A7) =18D,), the interface tip being located in the middle of it. This

J J length was chosen to ensure that the results do not depend on it.

ay an The domain was divided into 362 elements that correspond to
dep23 nodes and 7178 degrees of freedom. A representative mesh

The differential equations that govern the problem were solvés shown in Fig. 3.

simultaneously with the aid of the finite element/Galerkin’
method. The velocity, pressure, and node position are represented :
in terms of basis functions d Experiments
| . " The experimental setup used in the visualization experiments is
sketched in Fig. 4. Initially, the displacing liquidLiquid 1) is
u=> Ujd; v=2 Vidi: p=2, Pix;; stored in reservoifA), and the displaced liquidLiquid 2), in
1= =t 1= (18) reservoir (E). Collecting Tanks(B) and (C) are auxiliary tanks
n n used in the process of eliminating air bubbles in the system, as
= . = b explained below.
X 121 Xy 121 Yidy. The flow was controlled by cutoff valve®1 to V5) and by the
gate valve R1. The glass capillary tube was 1.5 m long, and
the inner and outer diameters webg=5 mm andDg,=7 mm,
respectively. The tube was mounted inside a plexiglas (®x

Biquadratic basis functionsf() were used to represent the veloc
ity and nodal coordinates and linear discontinuous function¥ (

tﬁ expind the prfeshsure fibelld. The coefficient of the expansions gjg \ith glycerin in order to minimize distortions of the inter-
the unknowns of the problem face image. A charge-coupled devig@CD) camera mounted at a
c=[U; V; P; X Yj]T right angle to the side wall of the plexiglas box was used to get the
The corresponding weighted residuals of the Galerkin method aree camera was connected to a VCR to record the images.
The selection of the liquids was crucial to the experiments. The
Rin= | | == T, ¥ =T c : .

mx J'g ax 0T gr X0k dexes sufficiently different from each other in order to render the
interface visible. Furthermore, the densities had to be as close as
proportional to the magnitude of the density differentg=p,

—p,, and to the square of the drop diamef®@y,. For gas-liquid

image of the interface as it traveled through the glass capillary.

I Idi }r||J||d(_2 pair of liquids used had to be immiscible and with refractive in-

_f e(n-T )qs-rd—FdF (19) possible to minimize buoyancy effects. The buoyancy force is
— k) @i dr

i d; Jb; ¢ — displacement, the importance of buoyancy relative to viscous
Rme= fﬁ WTWWJF 7T<">k+ TTWk UNEY forces is small whe10,9]
2
dr — (Ap)gDj
- ffe,(nTk)qﬁir T (20) U ot (24)
whereg is the acceleration due to gravity. This ratio was useful in
R — Ei(rv )+% 3lde (21) Providing design guidelines for the experiments, although the
¢ Jglroar W x| X characteristic viscous force employed is less than satisfactory for
liquid-liquid displacement.
dp 9& I 9¢€ The displaced liquid used in the experiments was soybean oil.

Ri:—fD
3 (—1§

_ dar —
WRJFW(;T)HJHCKH fer(Vg'n)‘ﬁ‘d_rdF Its density was p,=915kg/n? and its viscosity u,=50
(22) X 10 2 Pas. Two different types of displacing liquids were used.
The first was a mixture of water and ethanol, wifby

: dp dn  db dny — =915kg/n? and u;=2.5x 10 2 Pas. The second set of displac-
Ry=— (Dn X ax | ar or 19/ld€2 ing liquids was a solution of PEGpolyethylene glycol, MW
=6000 g/ma) in water. The viscosity level could be selected by
dIr — changing the polymer concentration, and varied fram=4
+ J’I‘DW(V,”. “)¢id_rdr (23)  x1073Pas up tou;=27.5<10 3 Pas. The density of the PEG

aqueous solution was virtually constant over the range of concen-

At the elements located along the interface, the boundary integtadtion explored, namely); = 1030 kg/ni.
of the residuals of momentum were calculated with the aid of Eq. Before starting each visualization experiment, the glass capil-
(1. lary has to be filled with the displaced liquidiquid 2), stored in

Once all the variables are represented in terms of the baBisservoir(E). This is done by opening valves V4, V5, and R1,
functions, the system of partial differential equations reduces while keeping valve V3 closed. This causes the liquid to flow
simultaneous algebraic equations for the coefficients of the baBism Reservoir(E) to collecting tankC). This flow is maintained
function of all the fields. This set of equations is nonlinear andntil all the air bubbles are removed from the capillary tube. A
sparse. It was solved by Newton’s method, and a quadratic caimilar procedure is followed to fill the line from reservék) to
vergence was obtained as the residual approached zero. The lingdwe V3 with the displacing liquidLiquid 1). Again, the flow is
system of equations at each Newton iteration was solved usingnaintained until all the air bubbles are removed. To start the ex-
frontal solver. periment, reservoifE) is disconnected from the capillary tube and
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Fig. 4 Schematics of the apparatus

valve V3 is opened, with V2 and V4 closed. The tip of the intertighter liquid at the top of the surface of the heavier liquid previ-

face starts traveling through the capillary tube and its velocity @usly placed in a beaker, and then using a Lauda ring tensiometer

controlled by the gate-valve R1. The CCD camera captures tteedetermine the interfacial tension.

image of the interface as it passes through the visualization boxAfter each run, the tube is rigorously cleaned to remove all

The amount of Liquid 2 that remains on the tube wall is detecontaminants. This procedure is needed to avoid changes in sur-

mined a posteriori by an image analysis. The level variation &ice tension.

Reservoir(A) during each experiment is negligible because t

transversal area of the reservoir is sufficiently large, rendering tHe Results

pressure gradient essentially constant during each experiment. The amount of Liquid 2 that remains on the capillary wall is
Because the liquids had different viscosities, the pressure lassually reported in terms of the mass fraction of liquid that is not

along the capillary changes as Liquid 1 takes over the tube. Thisplacedm, or simply by the liquid film thickness left on the wall

change in pressure loss would lead to a change in the drop sphedsee Fig. 5. The two forms are related by

as it travels through the capillary. This is avoided by assuring that

most of the overall pressure loss occurs in the gate valve, SO thejmmm——

the pressure loss along the capillary is always negligible. There

fore, any variation that occurs in the later causes no appreciabl

change in the overall pressure loss of the system, and thus th

interface always travels with constant speed. The interface veloc B Do Do
ity U is measured by recording the time that it takes to travel

between two axial positions marked on the tube. The maximumr =

interface velocity that could be measured with accuracy was Of

about 0.15 m/s, which determined the maximum capillary number | aeral view of one representative image. frontal view representation.
that could be obtained in the experiments. The surface tension for

each pair of liquids is measured by carefully placing a layer of the Fig. 5 Representative image of the interface
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Fig. 7 Fraction of mass deposited on the tube wall as a func-
whereh,,=(D,—Dy)/2 is the layer thickness of Liquid 2 left on tion of the capillary number. Comparison between the results
the tube wall. with high viscosity ratio and Taylor's data for gas-liquid

The mass fraction of Liquid 2 left on the tube wall can belisplacement.

evaluated by employing the mass conservation principle for Lig-
uid 2 in a control volume containing the tip of the interface and
attached to _|t. Flgu_re 6 show_s this control volume and the SketChBefore presenting the numerical results, it is important to em-
of the velocity profiles at the inlet an_d outlet p_Ianes as seen frof4size that no stability analysis was performed in the research
a reference frame attached to the tip of the interface. The Magsorted here. Therefore, it may happen that some of the follow-
flow rate of Liquid Zzlhrough the control surface upstream of thg,y theoretical results in the larg@a range are not stable. OI-
drop is equal torR;u* and through the control surface down-pricht and Kung[2] observed experimentally the existence of a
stream the tip of the interface is(Rﬁ—Rﬁ)U, u* andU being critical capillary number beyond which a finite-size drop is not
the average velocities of Liquid 2 at the two planes with respect stable, and these observations have later been predicted numeri-
the moving frame of reference. The average veloaitycan be cally by Tsai and Miksig1]. The objective in exploring these
evaluated as a function of the average velocity with respect tdaige Capillary number values at different viscosity ratios was to
fixed frame of referenca): U* =U—u. Combining the previous 00k for the asymptotic value for the deposited maswhich is
relations, the mass fractiom can be expressed in terms of theobserved experimentally and numerically for infinite viscosity

average velocities ratio. _ _ )
) _ Figure 9 shows the streamline pattern as a function of capillary
m=1— E _U-u (26) number for the case of liquid-liquid displacement, i.e., finite vis-
N D,) U cosity ratio. The predictions are fdt,=4. The net flow rate of

o ) ) ) the displacing liquid relative to the frame of reference attached to
It is important to notice that, in the particular case of a rathqpe interface tip is zero, and therefore a large recirculation is al-
low-viscosity displacing fluid, as in gas displacement, the velocifyays present in the Liquid 1 region. For large capillary numbers,
profile at the downstream control surfa@&g. 6) is uniform and ¢ ¢ ca=5, there is no recirculation in the displaced liquid. There
equal to the wall velocity. The pressure is uniform on the gas

phase and the shear stress at the interface vanishes. Therefore, the
average velocityU is also equal to the wall velocity, i.el)
=U. Only in this limiting case(viz., asu;/u,—0), the mass ~ SHmmmm———"

fraction m can be evaluated via the expression employed by Tay- B i e

lor [8], namely, Eq.(1). L :
The experimental data were obtained for Reynolds numbers . :

small enough to assure negligible inertial effects. The main goal P

was to study the effect of the capillary numb@a and of the
viscosity ratioN,, on the flow near the interface. In order to com-
pare our results with the ones of previous works, our results are
also reported in terms of the mass fractinlt was calculated, in
both the numerical and the experimental studies, using the diam-
eters of the tube and the drop, as indicated in @6).
In order to validate the theoretical model, the solution algo- ©)
rithm, and the experimental procedure, the results of Td@pior e
gas-liquid displacement were employed. Figure 7 shows Taylor’'s = .
experimental data together with our theoretical predictions ob- HESSSSSEET—————___________v__
tained forN,, = 1000 and our experimental results of liquid-liquid
displacement folN,,=20. The agreement is quite good over the  sm—— —  ———
range of capillary numbers explored. The viscosity ritip=20 ~  ———— PReR  Sem——
was shown to be large enough to reproduce the limiting case of

m=0.434 m=0.5
gas-liquid displacement. The images of the interface at different : o
capillary numbers antll ,= 20 are shown in Fig. 8. The displacing
liquid was a 50% in volume mixture of water and ethanol. Buoy- e Ca=0196 _ NSRS Ca=0255
ancy effects could not be avoided in the experiments and, there- e —

fore, often the observed interface was not exactly axisymmetric.
The images show clearly that the film thickness of Liquid 2 left omig. 8 Images of the tip of the liquid-liquid interface for N

the wall rises as the capillary number is increased. =2. Ca=0.047, 0.126, 0.176, 0.198, and 0.255. "
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Ca=2

Fig. 9 Streamline patterns near the liquid-liquid interface for
N,=4.Ca=5, 2, and 1.
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Fig. 11 Fraction of mass deposited on the tube wall as a func-
tion of the capillary number. Numerical predictions.

The predictions of mass fraction of Liquid 2 left on the waill
as a function of the capillary number and of the viscosity ratio are
summarized in Fig. 11. A wide range of both parameters was
investigated, viz., %10 3<Ca<100 and ZN,<1000. It is
important to point out that the predictions and experiments dis-
cussed here are for the case of a less viscous liquid displacing a
more viscous liquid, i.eN,>1. The thickness of displaced liquid

is a single stagnation point at the tip of the interface. As tHgft on the tube wall rises with capillary number for all the vis-
capillary number is decreased, a recirculation near the centerl#@Sity ratios explored. In the particular case of gas-liquid displace-
in Liquid 2 appears. Fo€a= 2, this recirculation is not attachedment (N, =1000), the mass fractiom reaches an asymptotic

to the interface, and there are two stagnation points located at

wadue ofm=0.6, as reported by Co)L8]. For a fixed capillary

symmetry axis, one at the tip of the interface between the tWimber, the layer thickness rises as the viscosity ratio is de-
liquids and the other at the tip of the recirculating region in théreased, i.e., as the displacing liquid becomes more viscous. This
displaced liquid. As the capillary number is further decreasefiehavior has been observed in the theoretical predictions of
e.g.,Ca=1, the recirculation region grows and becomes attachdgletzke et al[14], limited to very small capillary number values

to the interface. Now there is a stagnation point at the tip of t{€a~10"*), by the predictions of Schwartz et 4ll9], and by
interface and a stagnation ring, also located at the interface. Tthe experiments of Goldsmith and Mas{di8]. A comparison be-
existence of these different streamline patterns has been propodégen some of these experimental results and the theoretical pre-
by Taylor [8] and predicted by Giavedoni and Sajil] for the dictions obtained here are presented in Table 1. The table shows
particular case of a gas displacing a viscous liquid. At capillagata for two different values of the capillary number and of the
numbers at which the stagnation ring is present, there is a rathigcosity ratio. The agreement was quite good, with a discrepancy
weak secondary recirculation on the displacing liquid, as sketchegthin 1%.

in the insert of Fig. 9, that the mesh used to descritize the domainThe experimental study presented here also confirmed the trend
was not fine enough to capture. This recirculation was also obf thicker layers of displaced liquid left on the wall as the displac-
served by Petitieans and Maxwortht5] and by Chen and ing liquid becomes more viscous, as illustrated by the images of

Meiburg [17].

Fig. 12. The images were obtained at the same capillary number

The effect of the viscosity ratio on the streamlines of the flow i€a~0.2 and viscosity ratio oN,=12, N,=4, andN,=2. The
shown in Fig. 10, fortCa=10. As the displacing liquid becomeseéxperimental results are summarized in Fig. 13. The high viscosity
more viscous, and consequently the viscosity ratio falls, the thictatio curveN,,=1000 reproduced the results of Tayl@]. At a
ness of Liquid 2 left behind increases, and a recirculation near tfixed capillary number, the mass fractiom left on the wall in-

centerline appears on the Liquid 2 region.

Nu =1000

Ny =12

Fig. 10 Streamline patterns near the liquid-liquid interface for
Ca=10. N,=1000, 12, 4, and 2.

Journal of Fluids Engineering

creases as the viscosity ratio is decreased, as predicted by the
theoretical model. The plot also shows the theoretical predictions
at the same viscosity ratios, already presented in Fig. 11. The

Table 1 Comparison between the experimental results of
Goldsmith and Mason [13] and the present numerical predic-
tions

Referencd 13] Numerical predictions
Ca=1.43;N,=4.55 m=0.590 m=0.600
Ca=1.30;N,=1.00 m=0.767 m=0.773

Fig. 12 Images of the tip of the liquid-liquid interface for Ca
=0.2. N,=12, N,=4, and N,=2.
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Fig. 13 Fraction of mass deposited on the tube wall as a func- Fig. 15 Fraction of mass deposited on the tube wall as a func-
tion of the capillary number. Comparison between the experi- tion of viscosity ratio. Comparison between the present nu-
mental results and the numerical predictions. merical predictions and the experimental results of Petitjieans

and Maxworthy [15] for miscible liquid-liquid displacement.

qualitative agreement is good, but the theoretical results underpre-
dict the film thickness on the wall; the typical discrepancy is close
to 10%. It is important to notice that the effect of the viscosityé .
ratio on the mass fraction on the wadlover the range of capillary © Final Remarks

numbers presented in Fig. 13 is rather small, and hence experiAn axisymmetric model of the flow near the upstream liquid-
mental uncertainty may explain the discrepancy in the range |gfuid interface of a long drop penetrating through a liquid in a
10%. The experiments could not be done at higher capillary nuggpillary tube was presented. The presence of the interface makes
bers due to limitations of the experimental procedure. The effegle problem complex, since the domain in which the differential
of the viscosity ratio becomes more pronouncedCat>1, as  gquations are integrated is unknown a priori. A fully coupled for-
shown by the theoretical predictions presented in Fig. 14. mulation was used and the differential equations were solved via

The trend observed in the experimental and theoretical analygly Gajerkin finite element method. Some experimental visualiza-

discussed above, namely, that the amount of displaced liquid [5ns were done in order to validate the numerical approach. Fur-

maining on the tube wall rises as the displacing liquid becom Jermore, the numerical predictions were confronted with experi-
more viscous, is in contradiction with the experiments reported & " P! . P
ental data and predictions of theoretical analyses of other

Petiti M Th ied the liquid-liauid dis-
etitieans and MaxworthjyL5]. They studied the liquid-liquid dis authors, and a good agreement was observed.

placement of miscible liquids at large values of thelBenumber, ) . ) . L
and suggested that this situation should mimic the case of immis-Re€cent articles are found in the literature which analyze liquid
cible liquids at infinite capillary numbers. The comparison bedisplacement in tubes. However, these are limited to gas-liquid

tween our theoretical predictions and their experiments is showi$Placement or to liquid-liquid displacement at rather small cap-

in Fig. 15, forCa= 10. Both curves approach the same asymptotilary numbers. Thus, the main contribution of the present work

value ofm~0.6 as the viscosity ratio becomes very large, recowas the study of liquid-liquid displacement in tubes for a wider

ering the gas-displacement result of &4 range of the capillary number, focusing also on the influence of
An explanation for this discrepancy is that Petitjeans and Maite viscosity ratio.

worthy[15] evaluated the mass fraction left on the tube wall using The predictions obtained here for the mass fraction at large

the expression proposed by Tay[®&], namely, Eq(1), based on viscosity ratios agree well with experimental data of Tayi®}.

the average velocity of the displaced liquid ahead of the free s@ur experimental visualizations for large values of the viscosity

face and on the velocity of the tip of the interface. As discussedtio agree with Taylor’s results as well.

before, this expression is valid only for the particular case of For small values of the viscosity ratio, the theoretical predic-

gas-liquid displacement, and underestimates the mass fractiomidfys were compared with the experimental data reported by Gold-

used fpr |Iqtl,lld.-|lq'UId displacement. The error decrease.s as WBgith and Masofi13], and a quite good agreement was obtained.

viscosity ratio is increased, because the average velocity of fgq hredictions of the viscosity ratio effect also follows the same

filmlleft on the wall approaches the wall velocity. For the sake Fend obtained by asymptotic analysis of Teletzke ef#d], but
testing the correctness of the above explanation, we have $Qted to small capillary numbers.

employed Eq(1) to evaluate the mass fraction for a representative . - .
case, and indeed the thus calculated mass fraction was in agrt'eér];he a;nali/st;s of the fclatrzlllary ?I:meer.”effect shgwsdthat the in |
ment with the results presented by Petitieans and Maxwéitsly c' ac€ font becomes ratter as the capiliary number decreases. in

addition, the recirculations increase in both liquids as the capillary
number is reduced. Our analysis also showed that the interface
front becomes less flat as the viscosity ratio is decreased. Some
recirculations in the displaced liquid appear for low values of the

%‘ N viscosity ratio as well, but for high values of the capillary number
» o \ only. Finally, it is seen that mass fraction increases as the viscosity
fel T | ratio is decreased. _ o
3 e e e _ 1 Our theoretical predictions and experimental visualization re-
N ] sults are in qualitative agreement. However, the range of capillary
3 et e number studied experimentally was relatively small.
g 02 ] The apparent disagreement to the experimental analysis of
g e Petitieans and Maxworthl15] and the theoretical predictions of
s e e e Chen Eind Meiburdi17] for miscible liquid-liquid displacement at
’ high Pelet numbers can be explained by an inappropriate defini-
Fig. 14 Fraction of mass deposited on the tube wall as a func- tion of the mass fraction of displaced liquid that remains attached
tion of the viscosity ratio. Numerical predictions. to the tube wall.
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Three-Dimensional Vortex
Tomomi Ushivama § - [Vlethod for Gas-Particle

s | TWO-Phase Compound Round Jet

Phone/Fax +81-52-789-5187 _ _ ] _
g-mail: uchiyama@info.human.nagoya-u.ac.jp This paper proposes a three-dimensional vortex method for a gas-particle two-phase

compound round jet. The method can take account of the interaction between the two
phases by calculating the motion of particles and the behavior of gas vortex elements

Akihito Fukase through the Lagrangian approach. In order to discuss the validity of the method, an air
Ebara Corporation, jet, loaded with small glass particles, issuing from a round nozzle into the co-flowing air
Haneda Asahi-cho, Ohta-ku, stream is simulated. The simulation demonstrates that the air turbulence modulations due
Tokyo 144-8510, Japan to the particles, such as the relaxation of velocity decay, the decrement of momentum

diffusion in the radial direction at the fully developed region, and the reduction of turbu-
lent intensity and Reynolds shear stress, are successfully captured by the
method.[DOI: 10.1115/1.1852490

Introduction particle two-phase free turbulent flow in a prior pap®4]. In the
succeeding papers, the method was applied to a plane mixing

In variou§ industrial equipment, such as p_ulverized_-coal cor'[g er[15], a slit nozzle jef{16], and a wake flow behind a plate
bustors, solid rocket engines, and sand-blasting machines, gas to simulate the effect of particle on the flow development and
containing small solid particles are observed. For the gas-part e relation between the large-scale eddy and the particle motion.

two-phasg jets i_ssuing from a round nozzle, the mean velocity, t fie proposed vortex method was also employed to analyze the
turblél[e{]t é?t%nsitﬁ/’ and the Reyntolld_s shetgr sﬁress E?ve be::‘n b ticulate jet induced by particles falling in an unbounded quies-
sured{1—2]. by these expenmentar INvestigations, e gas Wrbte e air18]. The air flow having complicated vortical structure
Ie_nce modula_tlons due to the loaded particles, such as th(_e reI_ s calculated, and the entrained air flow rate agreed with the
ation of velocity decay, the decrement of momentum diffusion 'Heasurements’

the radial direction at the fully developed region, and the reduc--l-hough a number of simulations on jet flows have been per-
tion of turbulent intensity and Reynolds shear stress, have b ed by using vortex methods, most of them are two-
clarified. S_ome numerical simulations have also been cgnductﬁ ensional onegl9—21]. There are féw three-dimensional simu-
Elghobashi et al[4], Shuen et al[S], and Mostafa-Mongid6] |4tions of jet, except for the analyses of single-phase jets by Kiya
proposedk-¢ turbulent models, and they reported that the meat},q his co-workerf22,23. But the analyses were performed only
velocity and the kinetic energy of turbulence for round jets arg, the developing region of an impulsively started jet, and the
successfully simulated by the models. But they simulated the,iistical properties, such as the mean velocity and the turbulent
steady and axisymmetrical jets by using a number of model cOpsensity, were not calculated. To discuss the applicability of a
stants. Therefore, the simulations do not promise to have higliee_gimensional vortex method for a single-phase jet, one of the
reliability and applicability. To analyze the flow more accuratelyauthors[24] simulated a single-phase compound round jet, which
Yuu et al. performed the direct numerical simulation on a roundsyes from a circular nozzle into the co-flowing stream. The
jet [7] and the large eddy simulation on a slit nozzIe[fgt They  simyjation revealed that the mean velocity and the turbulent in-
got valuable results, such as the instantaneous velocity distriQinsity are reasonably computed by the vortex method.
tions for the two phases in the jet cross-sections. Their simulationstpe gbjective of this study is to propose a three-dimensional
demonstrated that the effect of particle on the development ajightex method for gas-particle two-phase compound round jet.
momentum diffusion of the gas-phase can be computed. For the two-way coupling, the two-dimensional method presented
Recently, vortex methods have been usefully applied to analygea prior study[14] is extended. The method takes account of the
various flow field9-13. They can calculate directly the devel-effect of particle on the gas flow through the change of vorticity in
opment of vortical structure by tracing the motion of the vortehe grids resolving the computational domain. In this study, the
elements having vorticity through the Lagrangian approackethod is also applied to the simulation of a two-phase compound
Therefore, they have been favorably applied to free turbuleé |oaded with glass particles with diameter of 1 issuing
flows, in which the organized large-scale eddies play a domingf$m a round nozzle into the co-flowing air stream. It is confirmed
role. The vortex methods are easily adaptable to parallel comptfat the numerical result does not contradict the existing knowl-
ing, which can be exploited to solve large-scale problems effidge on the two-phase jet issuing into still air.
ciently. Though the vortex methods have the above-mentioned
advantages, they present a problem that the vorticity field repre-
sented by the vortex elements does not always satisfy a divergent-
free field. To resolve this problem, a few attempts have been cq®asic Equations
ducted, and a relaxation scheme was presented by Winckelmans
and Leonard11]. Assumptions. The following assumptions are employed for
To extend the applicability of vortex methods, one of the auhe simulation.

thors has proposed a two-dimensional vortex method for 985, The gas-phase is incompressible.

) ) o o o b. The density of the particle is much larger than that of the
Contributed by the Fluids Engineering Division for publication in ticeJBNAL as
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division gas.

December 30, 2003; revised manuscript received August 25, 2004. Review con-C- The part.iclle has a spherical Shape With Un_if.()rm diameter.
ducted by: G. Chahine. d. The collision between the particles is negligible.

32 / Vol. 127, JANUARY 2005 Copyright © 2005 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Governing Equations for Gas and Particle. The conserva- -~ Circulation I,
tion equations for the mass and momentum of the gas-phase a
expressed as follows under the assumpt&n

V.ug=0 1)

Length vector /¥

ot

whereFp is the force exerted by the particle acting on the gas-
phase per unit volume.

Using the assumptiofb), the dominant forces on the particle
are the drag and gravitational forces, while the virtual mass force
the Basset force, and the pressure gradient force are negligib
[25]. The lift force is neglected with reference to the studies simu- e
lating the particle motion in a jeftl9], a plane wakdg26], and / i ...
mixing layers[25,27]. Consequently, the equation of motion for a
particle (massm) is written as

dug 1 ) 1
— +(Ug-V)ug=——Vp+rVus;— —Fp 2
Pg Pg

Core radius O

du
m-g-=fo+mg 3) Vortex blob
where the drag forcéy is given by the following from the as- Fig. 1 Vortex element
sumption(c):
fo=(md?py/8)Cp|ug— Uyl (Ug—Uup) 4)

When the vorticity field is discretized into a set Nf vortex
elements, the gas velocity(x) is given by the following equa-
tion derived from Eqs(7) and (8):

Here,d is the particle diameter, and the drag coeffici€y is
estimated a$28]

Cp=(24/Rg)(1+0.15 RE"%® 5
b=(24/Rg)( &°e) (5) L3 oy (e
where Rg=d|ug—up|/v. Ug(x) =~ 71— =P +ug (11)
For the simultaneous calculation of Egd)—(3), a vortex a=1 /
method is used to solve Eqggl) and (2), and the Lagrangian \here the functiorg(e) is determined as
approach is applied to E¢3). .
_ 24, 1_ _ .3
Numerical Method 9(e) 47Tf0f(p)p dp=1-exp(~e7) (12)

Discretization of Gas Vorticity Field by Vortex Element The minimum length scale of flow resolved by the vortex
When taking the curl of Eq(2) and substituting Eq(1) into the method is equivalent to the core radius. For single-phase flow
resultant equation, the vorticity equation for the gas is derived:analyses, a few attempts have been conducted to take account of

Do 1 the edc_iies, of which scale is smaller than the core radius, by
= (- V)ug+ 20— —VXFp (6) employing turbulent model23,30,31.

Dt
) o Pg ) ) Release and Convection of Vortex Element. The simulation
The gas velocityuy atx is given by the Biot-Savart equation: js performed on a gas jet issuing with veloclty, from a round

1 (x—x") X a(x') nozzle of diameteb into the same gas co-flowing with velocity
Ug(X)=—— d3x’'+u (7) U,, as shown in Fig. 2. Solid particles are loaded from the nozzle
g 4 _v'|3 g0 L
™ [x=x'| exit.

whereuy, stands for the velocity of potential flow.
The vorticity field is discretized by vortex elements. This study
employs a blob mode]11], which is frequently used to solve

single-phase flow. The vortex element has a cylindrical shape . Nozzle |< D |
illustrated in Fig. 1, while the vorticity distribution is spherical
with a finite core radius. z
When the vortex element at x* is supposed to have a core ]
radius o, the vorticity atx induced by the vortex element is QT_
expressed by the following equation: Q ¥
, | & - I
7 [ x=x S |
o (0= Lo 1| ©® Ua ! GEmy an
@ “« y | |
Ne)
Here,f(e) is the core distribution function, angf’ is the strength < -~ x
of vortex element expressed as a )\x
Y=l 9) LS -l
wherel’ , and|® are the circulation and length vector of the vortex \\ //
element, respectively, as indicated in Fig. 1.
For f(e), the following equation proposed for single-phase \ L4
fl lysis[29] i lied:
ow analysis[29] is applied Uo X Released vortex element
3
- _ o3
fe) 477qu &) (10) Fig. 2 Round nozzle and released vortex element
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The vortex elements are released from the positionxof
=xD/16 at a time intervaldt,. The released vortex elemeat
convects with the gas velocity:

dx® N r
gt = Ya(x ) (13)

The circulationl"y at the release is given §24]
Fo=(UZ-U?)At,/2 (14)

as one of the dependent variables. The initial value can be give
by the circulation and the length vector at the release of the vorte
element, as found from E@9). The initial circulation is specified

In this simulation, the strength of vortex elemanis employed Zk

from Eq. (14), while the initial length vector is determined from (a) (b)
the geometry of nozzle edge. i ) )
When Eq.(6) is rewritten in the Lagrangian co-ordinates, it is Fig. 3 Computational grid

found that the vorticity of vortex element varies with the lapse of
time due to the changes in the length of vortex element, the vis-
cous diffusion, and the force exerted by the loaded particles,

These changes are computed simultaneously with the Lagrangfé#en is the unit vector normal to the volume surface, and the
calculation of Eq(13), as explained in the following. stretch-contraction term and the viscous diffusion term are ne-

glected because they are already considered through Hjand
(17), respectively.

Change in Vorticity Due to Stretch and Contraction of Vor- The computational domain is resolved into hexahedral grids. A

tex Element. The time evolution in the vorticity owing to the grid is shown in Fig. 8). If the Fp value is known on every
stretch and contraction of the vortex element is calculated frosurface of a grid, the time rate of change forA y/At, in the grid
the Lagrangian expression of E@) omitting the viscous diffu- is determined from Eq(18). For example, thex-component

sion and particle terms: Ay, /At is written as
A 1
% (V) (15) = —[(F3,~F)AS+(F§,~FB)AS,]  (19)
dt 9 At Pg
When substituting Eqg7) and(8) into Eq. (15), the time rate of WhereF’BZ is theFp, value on the surface A, aniS, is the area
change in the strength of vortex elemeritis derived: of a surface normal to thg-axis, AxAz.

N In the case that the number of vortex elements in a grit, is
dy* 1 S 1] d(p) 11 1d[g(p) the change in the strength for each vortex element dutings
dat Eﬁzl ;g s VXY ;ZB T pdpl\ p% supposed to b& y/n, . In the case that there are no vortex ele-

ments in the grid, a vortex element with a strengt is gener-
ated at the grid center.
X[y (x*=xP)J[(x*—xP) x 7"6]J, (16)  Since the forcd, in a grid cell is the reaction of the drag force
acting on the particles existing in the cdH is estimated by the
wherep=|x*—xF|/o. following method. TheFp value on a grid surface in Eq19),

The stretch of vortex element, caused by the increment in tBach asF4,, is estimated by taking the average for e values

vorticity, lowers the spatial resolution. To maintain the resolutiomt four grid points on the surface. It is supposed that the number of

the vortex element, of which strength becomes greater than tWi‘}&rticles in a grid cell is1, and that the drag forcl, acts on the
its initial value, is divided into two elemen{g2,24]. : . - LA . .
' ' jth particle. Thefly value is distributed to every grid point of the

Change in Core Radius Due to Viscosity. The vorticity de- Cell. When extending the method for a two-dimensional simula-

creases due to the viscous effect. The decrement is simulatedtigy proposed by one of the authdtst], theFp, value on the grid
applying a core spreading method for single-phase fléfyin  point 8, F5, is estimated by a volume weighted scheme as
which the core radius of the vortex element is made to increase

! M 13 Vi

with the lapse of time: ng_z _Bf,D (B=12,...8 (20)
do? Vi v
——=4v 17) . . P
dt where V is the grid volumeAxAyAz, and Vﬁ is the volume

There are several other methods to take account of the visc

effect, for example a random walk methf82] and a weighted

particle method33]. These methods require a huge number diIh partlclg IS dete.rmlned by the drag fork@l,eand.the \J_/olume/7.
vortex elements for high Reynolds number flows. Thus, this stugy"en thejth particle approaches the grid point \7; becomes

concerning to the grid poing and the particle, as shown in Fig.
%*(’5). For example, the force acting on the grid point 7 due to the

employs the core spreading method by considering the applicattfger, and accordingly the contribution of the particle to the force

to engineering problems. acting on the grid point 7 heightens.

Numerical Procedure. When the flow field at=t is known,

Change in Strength of Vortex Element Due to Particle. the flow att=t+ At is simulated by the following procedure.

When substituting Eq6) into an equation, derived from the Rey- 1. Calculate the particle motion from E¢g).

nolds transport theorem and Ed), the time rate of change inthe 2. CalculateF, from Eg. (20).

strength of vorticityy in any volume is obtained: 3. Calculatey from Eqs.(16) and (18).
Dy 1 1 4., Calculates from Eq.(1_7).
—__ f (VXFp)dV=—— f (nXFp)dS  (18) 5. Calculate the convection of vortex element from ELf).
Dt Py Pg 6. Calculateu, from Eq. (11).
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.'.. : E Fig. 5 Time variation for number of vortex elements
D IS ]
oty L
Q R :
8 ool E of the domain. The panel is ten times larger than the source panel
Wl . H at the nozzle bottom, and the strength of the sink is 0.01 times
cela, : larger than that of the source.
-.'.; H The time incrementAt is 0.1D/U,, and the second-order
‘ool E Adams—Bashforth method is employed for the Lagrangian calcu-
b . lations for vortex element and particle. TA¢ value satisfies the
Ay CFL condition, and it is sufficiently small to yield reasonable
-.";' - solution. The time interval to release the vortex elemettis set
:..,.': > at 2At. The core radius at the release isM.4To maintain the
8 % accuracy of the simulation, the core overlapping between neigh-
< boring vortex elements is needed. Such overlapping is realized
< @) because the number of vortex elements is sufficiently large in this
simulation.
Fig. 4 Configuration of flow field The time interval to load the particle is set aAt2 and the

loading positions within the nozzle exit section are determined by
using random numbers. The number of loading points is deter-
mined from the particle mass loading ratio. The single-phase air
flow is simulated when the nondimensional titfe<60, and the
; ; it particles are loaded &t =60.
Slm.ul.atl_on .Cond.ltlons ) ) Though Eq(11) is derived for free space, the core of the vortex
Alr jet issuing with velocityU, from a round nozzle of diam- element released from the vicinity of the nozzle edge intersects
eterD=12 mm into an air co-flowing with velocity), is simu-  with the nozzle. Therefore, Eq1l) is not always valid near
lated, where the Reynolds numhbggD/v=2x 10" and the veloc- the nozzle edge. This may be one of the problems that should
ity ratio U,/U,=0.27. The flow direction is vertical downward. be improved in the vortex methods employing the Biot—Savart
Spherical glass particles are loaded from the nozzle exit into teguation.
jet. The particle diameted is 100 um and the density, is The core radius at the outlet boundary of the computational
2590 kg/ni, where the mass loading rathd is 0.27. The particle domain is at most 1.02 times larger than that at the nozzle exit.
velocity at the nozzle exit is lower than the air velodity in most  Thus, the excessive increment in the core radius deteriorating the
of the experiments on two-phase jets issuing into still air. Thisomputational accuracy does not occur in this simulation.
calculation sets the velocity at Wg with reference to the experi-
ment by_ Yuu et al[8]. The Stokes number,_d(_efin_ed as the ratio qf{esults and Discussions
the particle response time to the characteristic time of the fipw _ o _
is 200 when the relatiomy=D/U, is considered. The time variation for the number of vortex elemeNtsin the
The simulation is performed in a hexahedral regionD20 computational domain is shown in Fig. 5. For the single-phase jet,
X 12D X 12D downstream of the nozzle, as shown in Fig. 4. Ththe N, value slightly fluctuates around 4160 #t=141. This
region is resolved into 8048x 48 hexahedral grids. indicates that the number of vortex elements generated in the do-
The potential flow, of which velocity,, appears in Eqs(7) main balances with that of the vortex elements leaving the do-
and(11), is simulated by a panel meth¢@2,24. The nozzle, of main. Accordingly, it is found that the fully developed flow is
which axial length iswD/8, has a circular panel at the bottom toestablished af* =141. For the two-phase jet loaded with particles
supply the gas flow. In the panel, 168 source points are locatedwhent* =60, N, also fluctuates at* =141, demonstrating that
the six concentric circles;/D=2n/13 (n=1,2,...,6), and the the fully developed flow is simulated. Since vortex elements are
panel center. The strength for each source is determined so thanerated due to the particle motidw, for the two-phase jet is
the velocity distributes uniformly at the nozzle exit<£0). The much larger than that for the single-phase one.
nozzle surface is constructed by 32 square panels; 2 and 16 panefBhe distribution of the vortex elementtt= 220 for the single-
in the axial and circumferential directions, respectively, as showhase jet M=0) is depicted in Fig. 6, where the positions of
in Fig. 2. Vortex elements are fixed on the sides of the panels. Thertex element are projected onto tkey plane. The vortex ele-
strength for such fixed vortex element is determined to satisfy theents flow straight in the axiakj direction atx/D=<7.3, where
zero cross-flow at the center of each panel. the potential core exists, but they also move in the lateyal (
To exclude the vortex element leaving the outlet boundary, direction in the downstream region. There are a lot of vortex ele-
circular panel having 168 sink points is locate®/8 downstream ments atx/D=14, and the vortex elements distribute in the wider
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Fig. 6 Instantaneous distribution of vortex element for air
single-phase jet
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Fig. 8 Radial profile of mean air velocity for single-phase jet

cross-sections at8x/D =15 are plotted. According to the experi-
ment by Forstall-Shapir¢34], the velocity satisfies the self-
preservation distribution a/D=8. The simulated velocity is al-
most in the self-preservation state and nearly approximated with a
Gaussian curve.

Figure 9 shows the instantaneous distributions of the vortex
element and the particle for the two-phase jet, where the distribu-
tions att* =220 are projected onto they plane. The particles
moves almost straight in the vertical downward direction, being
less affected by the air flow, because their Stokes number is so
large at 200. The number of vortex elements is markedly higher
than that for the single-phase jet shown in Fig. 6. The vortex
elements distribute not only near the jet centerline, where the

region. This is because the flow changes into the turbulent, ale@ded particles flow, but also in broader regiorxéd=10.9.

accordingly vortex elements are stretched and frequently divided.
An experimental formula by Forstall-Shap{i®4] predicts that the
potential core disappears atD=7.2. It is found that the disap-

/D

0o P 4

pearing point obtained in this simulation is in good agreemer-4
with the measured results.

Figure 7 shows the axial evolution of the time-averaged ai
velocity on the centerline for the single-phase jet. The velocit
begins to decrease &tD =7.3, where straight movement of the
vortex element breaks and the potential core disappears, as shc
in Fig. 6. The disappearing point nearly coincides with the experi
mental formula by Forstall-Shapif84]. But the velocity obtained
by the vortex method is higher at AX/D=<13. The present
simulation imposes no disturbances at the nozzle exit, which exi
in the experiments, and accordingly the decay of the centerlir
velocity is milder. It is very hard to make the numerical distur-
bance coincide with the experimental one, and a direct numeric
simulation[35] have also reported the disagreement due to suc
causes.

The radial profile of the time-averaged air velocity for the
single-phase jet is shown in Fig. 8, where the results on eigl

1.2
Present simulation

1

Uge/Uy

| 0.8

o 7
=

] I 0

x/D

20

0.6

04l
0 5 0 5 15

(a) Particle

(b) Vortex element

Fig. 7 Axial evolution of air velocity on centerline for single- Fig. 9 Distributions of particle and vortex element for
phase jet M=0.27 at t* =220
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Fig. 11 Surfaces of constant magnitude for streamwise vortic-

ity @,/|wo|==0.04 at t* =220

The iso-surface for the vorticity dn|/| wo|=0.4 att* =220 is
presented in Fig. 10, whew®, denotes the vorticity at the nozzleV locity u, , the nondimensional value, /U, is 0.025. Since the

exit. For the single-phase jet, a helical structure is clearly found : o : o
- . . ; rticle velocityu,./Uq is 0.817 atx/D =15, it is found that the
7.3=x/D=12.6 just downstream of the disappearing point for thgarticles are still affected by the air flow evenxdD = 15.

potential core. But such structure is not observed clearly in the he mean velocity profile in the radial direction is shown in

two-phase jet. This is because more vortex elements exist aroynd /2" here the half-widtib and the excess velocity at the

the jet centerline in the two-phase jet and the vorticity around ﬂ?:%r{terline for the single-phase jeit,, are used for the nondimen-

centerline increases, and therefore the iso-surface of the vorticg%naI expressions. Figure (8 indicates the result on the section

IS Iizgg?;hi]c.j-shows the iso-surfaces for the axial component (é}x/D:lO. The particle velocity profile is flatter than the air. The
vorticity for @, /|wp|=+0.04 at the same instant as Fig. 10 ir velocity for the two-phase jet is lower atb<0.82 and

Highly organized vortical structures are observed, in which ai?"ghtIy higher at 0.82r/b<2.4 than the air for the single-phase
gnly org ! P fet Such decrement of the air velocity at the jet centerline and the

of positive and negative vortex tubes exist and the tubes entan Erement of the spread for the air velocity are owed to the drag

The streamwise vorticitys, for the two-phase jet occurs morefqrce exerted by the particle. They are also attributable to the

upstream when comparing with the result for the single-phase j : A . )
This indicates that the loaded particles impose disturbances on ﬁ%rement of the air momentum diffusion induced by the incre

air flow, promoting the transition from the axisymmetrical struc-
ture to the three-dimensional one.

The mean velocities for air and particle on the jet centerlin 1.2
change as a function of the axial distance from the nozzle exit ¢
shown in Fig. 12. The particle mean velocity at a fixed location o1
the jet centerline is obtained by recording the particle velocity &
every time when the particles pass the location. The air velocitS
for the two-phase jet is slightly lower at6x/D<12 and slightly =~
higher atx/D>12 than that for the single-phase jet. The particle, <
exiting the nozzle with a lower velocity than the air, is slightly _ o O oonoOAn oooano
accelerated untk/D =11, where a slow deceleration occurs. The :
rapid decay of the velocity, observed in the case of air, does n
occur. This is attributable to the larger inertia of the particle. The
particle velocity is higher than the air aiD=10.7. The decre- | 06
ment of the air velocity due to the particle a<&/D=<12 is
caused by the drag force of the particle flowing slower than th
air. It is also because the momentum diffusion of the air increast
due to the increment of the air turbulent intensity, as discusse 04 I T S S S T S S S S S—
later. The relaxation of velocity decay for the airdD>12 is 0 S 10 x/D 15
attributable to the fact that the air gains momentum from the par-
ticles flowing faster than it. When calculating the particle terminal Fig. 12 Change of centerline velocity in axial direction

Single-phase jet
14

a
m]
a

Particle

uge/ Uy
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Fig. 14 Axial component of rms velocity fluctuation for air

are higher on the downstream section. But they are markedly
lower than those for the air shown in Figs. 14 and 15, demonstrat-
ing that the particle cannot fully follow the air turbulent motion.

The radial component is especially lower, being about 50% of the

ment of the turbulent intensity, as mentioned later. On the sectiarial one.

of x/D =14, the particle velocity is mush higher than the air, and Figure 17 presents the radial distribution for the Reynolds shear
it decreases markedly in the radial direction, as shown in Figtress. On the section a/D =10, the Reynolds shear stress for
13(b). This is because Fig. 13 presents the particle velocity in tilee two-phase jet is higher than that for the single-phase one at

nondimensional form by usings,, which decreases with in-
creasing the axial distance The air velocity for the two-phase
jet is higher than that for the single-phase one/at<0.66. This
is because the air is accelerated by the particles. At<Oréb

<1.5, however, the air velocity for the two-phase jet is lower than
that for the single-phase jet. Consequently, the velocity gradient ir& | x/D=10
the radial direction is steeper, and the width of velocity profile is>~

narrower because the turbulent intensity reduces, and according~. (.2
the momentum diffusion in the radial direction is damped, as ex-= 9

plained later.

Figure 14 shows the radial distribution for the axial componentg

of the air turbulent intensity. On the section xfD =10, the in-

tensity for the two-phase jet is higher than that for the single- 0.8
phase one at/b=<2.46. This is because the particles disturb the
air flow, as found from the fact that the streamwise vortex appear

more upstream in the case of the two-phase(fég. 11). Such

increment in the turbulent intensity due to the particle at the de-

veloping region has also been reported by the LBSon slit

310 wm, issuing into still air. On the section offD=14, the

nozzle jets, loaded with glass particles having diameters of 65 anQ
turbulent intensity for the two-phase jet is lower than that for the =

single-phase one afb<1.66.

177}
The radial component of the air turbulent intensity is presente(g

in Fig. 15. On the section aof/D =10, the marked effect of the
particle is not observed. On the sectionxdD = 14, however, the
reduction of the intensity due to the particle occurs aroutal
=0.83, where the intensity for the single-phase jet reaches
maximum value.

The radial profile for the rms velocity fluctuation of the particle

r/b=0.82. Therefore, the increment of the air momentum diffu-

04

w1

0.6 -

I
5 Single-phase jet
N

%o

(o)
o)
o
(o}
o

Two-phase jet
(M=0.27)

0.4¢

0.2

it

! 2

is shown in Fig. 16, where the axial and radial components on two
sections ofx/D =10 and 14 are plotted. The velocity fluctuationsFig. 15 Radial component of rms velocity fluctuation for air
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Fig. 16 Distribution of rms velocity fluctuation for particle

oped region, and the reduction for air turbulent intensity and Rey-
nolds shear stress obtained by the present vortex method have also
been revealed by the measuremdits3] and DNS[7] on the
round jets, loaded with sand or glass particle with diameter less
than 132um at M=<0.85, issuing into still air. They have also
been reported by the LESB] and the two-dimensional vortex
simulation[16] on a two-phase slit nozzle jet issuing into still air.
Therefore, the present method is found to yield the reasonable
solution for two-phase compound round jets.

Conclusions

A three-dimensional vortex method for a gas-particle two-phase
compound round jet is proposed. For the two-way coupling, a
two-dimensional method presented in a prior paper is extended.
The viscous effect is simulated through the core spreading
method.

To discuss the applicability of the present vortex method, an air
jet issuing with velocityU, from a nozzle of diameteD into the
air co-flowing with velocityU , is simulated. The flow direction is
vertically downward. The Reynolds numberD/v is 2X10%,
and the velocity ratioJ,/U, is 0.27. Spherical glass particles
having diameter 10@um with a Stokes number of 200 are loaded
from the nozzle exit. The simulated changes in the air flow due to
the particle are confirmed to agree with the existing experimental
and numerical results on the two-phase jets issuing into still air.
These indicate the validity of the present method.

Nomenclature
b = half-width

sion in the radial direction, observed in Fig.(48 can also be

confirmed from this figure. On the sectionxfD = 14, the maxi- D

d =

nozzle diameter
particle diameter

mum value reduces for the two-phase jet, presenting the reductionF

of the air momentum diffusion found in Fig. (3.

Few researches have been done on the gas-particle two-phas
compound round jet. Thus, there are no data which are available
for the comparison with the present result. But the relaxation for
air velocity decay, the decrement in the spread of jet at the devel-

0.02

x/D=10

Q

Single-phase jet

Two-phase jet
(M=0.27)

Fig. 17 Distribution of Reynolds shear stress

Journal of Fluids Engineering

p = force exerted by particle acting on gas-phase
efD = drag force acting on particle
g = gravitational constant
M = particle mass loading ratio
p = pressure
r = radial coordinate
t = time
t* = nondimensional time Uyt/D
Uy = gas velocity at nozzle exit
U, = co-flowing gas velocity
U,, = excess velocity at centerline for single-phase flow
=Ugc— Ua
= velocity
= fluctuating velocity
= mean velocity
= position vector
time increment
= vortex strength
= kinematic viscosity of gas
= density
= core radius
= vorticity=V X ugq

Savew SxcgSc
I

Subscripts
0 = nozzle exit or potential flow

c = jet centerline

g = gas

p = particle

r = radial component

X = axial component
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Numerical Analysis of
Amratan 1 varorese | High-Speed Bodies in Partially
“" { Cavitating Axisymmetric Flow

James S. Uhiman _ - _ _ o : :
Partial cavitation of high-speed axisymmetric bodies is modeled using a steady potential-

lvan N. Kirschner flow boundary-element technique. The effects of several key parameters defining the ve-
hicle geometry are examined for configurations consisting of a disk cavitator followed by
Anteon Corporation Engineering, Engineering a conical section and ending in a cylindrical body. A single cavity is assumed to detach at
Technology Center the edge of the disk. A variety of conditions have been studied, including cavity closure on
Mystic, CT either the conical or cylindrical portions of the vehicle, variations in the cone angle, and

variations in the radius of the cylindrical section. The results for the partially cavitating
case are also compared with those for the supercavitating case.
[DOI: 10.1115/1.1852473

Introduction namic condition on an assumed cavity boundary. The kinematic

- . o . oundary condition was then used to update the cavity shape.
At sufficiently high-speeds, cavitation will occur on the surfaclé) Beginning in 1994, two numerical hydrodynamics models were

of submerged bodies at the point where the. local pressure dropﬂ&/eloped by the authors for axisymmetric supercavitating high-
the value of the vapor pressure of the ambient fluid. If the Cav'tgbeed bodies: A slender-body theory mogiérghese et al12))
tion number is sufficiently low, a supercavity will form that COVers, 4 4 boundéry-element modéirschner et al.[13]; Uhfman
the entire vehicle. Partial cavitation occurs for such bodies anl [14]). The results of both the slender-body'thec;ry model and
lower speeds, for example, those characterizing a launch transi?'%. Boundary-element model have been compared with other nu-
Partial cavitation may also occur during flight when maneuverirmerical and experimental results, with good agreement. Specifi-
of the v_ehicle is necessary. Partial ca\{ities can t_)e created or trt%fly, both models predict the ca\}ity shape and length with good
extent increased via the use of suitably designed Vem"at'%’&curacy. The slender-body theory model presented in Varghese
systems. L et al.[12] is essentially an extension of Chou’s method. Viscous

Early research on supercavitating flows was performed by Efrg5,  corrections were incorporated and tested using both the
[1], who employed conformal mapping techniques. TUBhin-  hyaites and Falkner—Skan approximations along the wet por-
troduced the use of perturbation methods for examination of g of the cavitator, and the effects of subsonic compressible
dimensional Supercavitating ro_ws. Cuthbert and_ St[éétuspd flow were investigated using the compressible Green function.
sources and sinks along the axis of a slender axisymmetric bogy;o boundary-element model was employed to examine super-
cavity system, along with a Riaboychinski cavity closure mod qvitating flows past disk-, cone-, and sigma-shaped cavitators.
They solved for the unknown cavity shape, but were success@llcy predictions are in good agreement with experimental and
only for a few cases. Brenng#] employed a relaxation method gpa\ytical results, as is summarized, for example, in Savchenko
in a transformed velocity potential-stream function plane for ang; g/’ [15].
lyzing axisymmetric cavitating flows behind a disk and a sphere geyeral researchers have modeled partially cavitating flows us-
between solid walls. Cholb] extended the work of Cuthbert anding nonlinear boundary-element techniquéthiman[8,9]; Kin-
Street[3] to solve axisymmetric supercavitating f_Iows using sleMas and Fing10,11)), but most of this work has addressed only
der body theory. He solved the problem by locating sources aloRgqrofoils. During preparation of this paper, the authors became
the body-cavity axis and control points along the body-cavity Sugware of boundary-element modeling of axisymmetric flows re-
face. A nonlinear i_ntegro-_d_ifferential equ_ation was formed by in'benﬂy performed in the Former Soviet Union by Krasrd].
posing the dynamic condition on the cavity boundary. He assumegle formulation of a partial cavitation model for high-speed bod-
a conical cavity profile near closure to simplify the equation. jes follows the same methodology used in the supercavitation

Vorus 6] addressed the problem of supercavitating flows usingbundary-element model, wherein sources and normal dipoles are
a Laurent series for the cavity shape, resulting in a more realisgigtributed along the body-cavity surface. The unknown values of
cavity closure model, being the lowest-order representation oftge source and dipole strengths are then obtained using the mixed
re-entrant jet. His results showed differences in the predicted dragadholm integral equation that results from the application of
compared with those of Chou. Kur[@] attempted to solve the Green's third identity. The authors’ preliminary formulation and
slender body problem in the same way as Chou did, except thatdgly results of an effort to develop such a method were presented
employed a spectral method with modified Chebyshev polynoniy arghese17] and in Varghese and Uhimda8].
als. He successfully solved the problem for specific numbers of
collocation points. Mathematical Formulation

Nonlinear boundary-element models were developed for cavi-
tating flows about hydrofoils by Uhlmaf8,9], and Kinnas and
Fine[10,11], among others. They distributed sources and norm
dipoles along the body-cavity surface. The unknown values
these sources and dipoles were determined by imposing the

The physical problem of partial cavitation is shown in Fig. 1.
gpe cavitator shown in this figure is a disk, but the model is

§pable of handling general axisymmetric cavitator and body ge-

metries. The body length i&, and the cavity length i$.. For

e partially cavitating case, the body extends beyond the cavity
Commibuted by the Fluids Engineering Division | bicat —— closure point. The bodies considered in this article consist of a
OF FSSIIS)ISUE‘IB\IG|NyEEF?INGuIMzmunsgcl:;;[e:ancgeivglclisllaci/nthc:v=r IgllilidlgaElr?gir?;ering Divisiontr.unca‘ted (_3II’CU|aI‘ cone frustum followed downstream by a right
November 2, 2002; revised manuscript received November 20, 2003. Review cgitcular cylinder. The upstream face of the truncated cone frustum
ducted by: S. Ceccio. abuts the downstream face of the cavitator. The maximum diam-
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Fig. 1 Partial cavitation problem

eter of the cone frustum is equal to the diameter of the cylinder, U=1+o )
which terminates in a flat base. For the bodies discussed herein,

the diameter of the upstream face of the truncated cone frustunwisere o is the cavitation number. A dynamic condition for the
equal to the diameter of the cavitator. The edge of the disk Ca‘ﬁotential on the cavity boundary results by integrating E).
tator always defines a salient locus of separation. As is discussgfivnstream along the cavity boundary from the cavity detach-
below, under certain conditions cavities can originate at pointsent point. The kinematic boundary condition specifies that no
along the body profile other than the cavitator; however, the caiow cross the body-cavity boundary

ties that have been studied here originate from the edge of the

cavitator. The body radius is defined as the radius of the cylindri- 2]

cal portion of the hull. The forebody cone angle is the semiangle an — Ny (3)

of the conical portion of the body and the cone—cylinder intersec-

tion is the location where the body changes from a conical to1&e no net flux condition
cylindrical shape.

Much technical literature has been devoted to the conditions at Ap(X)
cavity closure, where simultaneous satisfaction of the dynamic ﬁg an
and kinematic boundary conditions requires special treatment. S
(See, for example, Tulip19].) For the current investigation, the . . .
cavity is closed with a modified Riabouchinski cavity terminatiofs &S0 required to make the problem determinate. .
wall. (Application of this termination model for the axisymmetric The solution is determined iteratively starting with an initial

boundary-element method is discussed in detail in Kirschner et approximation for the cavity shape, V.VhiCh can be as simple as a
[13]. An improved re-entrant jet closure model is presented i @ight line from the edge of the cavitator to the outboard end of
Uhlman et al[14].) a small(but otherwise arbitrapyRiabouchinski wall. The panels

All quantities in the following formulation have been madé® distributed along the cavitator, the cavity, the Riabouchinski

dimensionless with respect to fluid density, cavitator diameter, al I a_nd the_\(ehicle body aft_of the cavity. By imposing_ the
free-stream velocity. The flow field is governed by Laplace’dynamic condition over the cavity bounddispecified as the in-
equation tegration of Eq.2) downstream along the cavity boundary from

the cavity detachment poijtapplying Green'’s third identity/Eq.
V2h=0 (1)] at all panels along the body-cavity surface, and imposing the
no-net-flux conditionEq. (4)] on all wet surfaces, a system of
eequations is obtained. This system is solved for the disturbance
potential along the wet portions of the boundary and on the

ds=0 (4)

The total potential®, is the sum of free-stream potential and th
disturbance potentialp

O=x+¢ Riabouchinski wall, the normal derivative of the disturbance po-
. . , ) tential along the cavity boundary, and the quantiff+o.
The disturbance potential also obeys Laplace’s equation. Whereas in physical experiments the cavity length is a result of

‘The disturbance potential satisfies Green's third identity. Thuge cavitation number associated with the operating conditions, in
with the normal directed out of the fluid, the disturbance potentighe current method it is convenient to specify the cavity length
at any point on the body-cavity surface can be computed fromang compute the cavitation number as part of the solution. The

P cavity length can then be predicted for a specified cavitation num-
2ﬂ¢(x)zfjgg ¢(X’)%G(X.X') ber via iteration, if desired. Once the solution is obtained, the
S
G ! {9 ’
(xx") == (X')

cavity shape is updated to satisfy the kinematic condition(8q.
and the Riabouchinski wall height is adjusted accordingly to form
ds(x’) L @ closed profile. The iterations_, continue uptil the cavity she}pe has
converged. A flow chart of this computational procedure is pre-
sented in Uhlman et al14]. Nonuniform panel spacing is used in
many locations, in order to reduce the number of panels without
reducing the accuracy of the solution. The number of panels along
the Riabouchinski wall is allowed to vary as the wall height
changes with iteration on cavity geometry. To ensure good accu-
The dynamic condition on the cavity boundary is derived fromacy of the results, the distribution of panels along the wet after-
Bernoulli's equation, which can be used to derive the followingody is modified as well, such that the ratio of neighboring panel
expression for the total velocity along the cavity surfadg; lengths is constrained to values between 0.5 and 2.0.

where the Green'’s functiorG, is

G(x,x")= *=x]
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From the converged disturbance potential along the body-cavity 4
surface, the disturbance velocity components are calculated as CDp=; jg CpnydS
s

:ﬁ d :% The viscous contribution to the drag coefficient along the wet
X Yoo portions of the conical and cylindrical body areas is calculated

o ] o ] using the ITTC equatiolsee, for example, Newmd@a1]) for the
The total drag coefficient of a partially cavitating body is comfriction coefficient,c; . The viscous drag is

puted as the sum of the pressure drag and the viscous drag. For the
configurations of interest in this article, the pressure drag can be 4 %
Sw

Uy

cis,dS

additionally subdivided into two componentd) A component CDV:; )
ette

due to the pressure acting over the cavitator and the body forward
of the base; and(2) the drag due to the pressure acting on thBor base-separated flows, the base drag coefficient may be esti-
base of the cylinder. With this breakdown, the pressure force nizated using an empirical formula found in Hoerfi2@]

computed by integrating the product of the pressure and the axial

component of the local unit normal vector over the cavitator and ~ 0.0292by,6d° 5)
the body forward of the cylinder—base intersection. For short cavi- Db™ /_CD
v

ties, the forward part of the body is subject to cavity pressure, and

a variable pressure acts downstream of the cavity closure poiwhereby,s.is the dimensionless body radius at the base. For base-

For longer cavities, more of the body is subject to cavity pressui@avitating flows, the base drag coefficient is simply the integral

At low enough values of the cavitation number, the cavity is largever the base area of the cavity pressurg,ase (Which may, in

enough to envelope the entire forebody, so that the forebodygeneral, be different than the cavity pressure at the cavitagpr,

subject to the constant value of cavity pressure over its entifdis integral can be expressed as

length. Note that, under certain conditions, a second cavity could 2

form at the cone-cylinder intersection. However, for the relatively C _8bbasé7base

gentle cone angles considered herein, it is assumed that the flow in Db~ puz -’

this region is more likely to separate than to cavitate, justifying -

the assumption of a single cavity originating at the cavitator. ~With either of these formulas, the total drag coefficient is given by
The pressure acting at the base of the cylindrical portion of the ComCr 4 Co 1 C

body depends on the conditions of the flow and the operation of D™ ~Dp " ~Dv T ~Db:

the model under consideration. For an unventilated system, the

base flow can cavitate or not, depending on the cavitation numbeFSUltS

For example, at high cavitation numbers, the flow will separate atThe model described above was exercised to investigate various

the cylinder—base intersection, allowing the velocity to remaieffects associated with the body geometry. Selected results are

finite in this region without formation of a cavity. In this condi-discussed, an@ivhere possiblecompared with experimental data

tion, the time-averaged pressure acting over the base is gredteind in the technical literature.

than vapor pressure and relatively constant. The base drag may be . - .

approxi?natgd from semiempirica)llformulas available in thge tec)t/1- 8aV|ty C'OS“FG on the Cylindrical Portion of th.e Body. .TO

nical literature for base-separated flowSee, for example, Ho- isolate the_basm effect of bOdY length and radius, a profile was

erner[20].) To complicate the analysis, cavities can be ventilate§<'ected with a very short conical forebody, such that the cavity

moreover, in the partially cavitating case, the ventilation condfgways closed on the cylindgbut not so blunt as to intersect the

tions at the base need not be identical to those at the cavitaﬁﬁyity boundary. These results were compared with the baseline

Finally, at very low values of the cavitation number, a supercavi E.e of sgper:cawtatmnt. h ¢ di ol body radi
will form that envelopes the entire body, and the pressure actin Igure = shows cavily shapes for a dimensioniess body radius

on the base is simply cavity pressure. Thus, the general flow c -9 for different values of the cavity length. The dimensionless
requires consideration of a large number of combinations of co ody length in eallctr; ?jf thes_e ct:ases_,tV\{gs 40. Tge C_avgy Ieggtr; for
ditions, an undertaking that was beyond the scope of the curr rﬁfse cases is plotted against cavitation number in Fig. 3, along

investigation. However, for the important case of nonventilatef h two formulas commonly used to predict the length of super-

base flow, for which the base pressure cannot fall below Vap%z?vities. The first of these formulas is Garabedian’s well-known

pressure, the base drag is bounded above by its value in the bﬁgylt, derived from first principles, which captures the functional

6

. " : dence of the cavity length on the cavitation number and on
cavitating flow condition. Conversely, since pressure recove pen - . .
over the base is limited by separation, the base drag is boundB@ Sauare root of the drag coefficie@arabediani22]):

below by its value in the base-separated flow condition. For the ¢ 1 1
vaporous base cavitation, as the cavitation number decreases, a —f=Z/CpcIn=
ring cavity will form over the outboard region of the base, so there d. o g

exists a range of the cavitation number over which the base digfiere d. is the cavitator diameter. The second formula plotted
will take some intermediate value between the lower bound repr Fig. 3 is a semiempirical result found in May975, Egs.

resented by the value for base-separated flow and the upper bopg)d (13):
represented by the value for base-cavitating flow. As the cavitation '
number continues to decrease, eventually the base cavity will c _
grow to cover the entire base, and the value of the base drag d_c:VCDc(1-24CT 1123-0.60).
coefficient can be computed by integrating the base cavity pres- )
sure over the base. This effect will be discussed in more detddRy’s formula also captures the square-root dependence of cavity
below, in the context of some specific results. length on drag, while the dependence on cavitation number is
The pressure can be Computed from Bernoulli's equation based on a fit of eXperimental data. For partial CaVitatiOn, as in the
case of supercavitation, the cavitation number decreases with in-
Cp= 1-¢? creasing cavity length. However, it can be seen that, over most of
the range, the cavity at a given cavitation number is shorter for the
whereq is the magnitude of the dimensionless local fluid velocitgase of partial cavitation than when the flow is not complicated by
vector. The pressure contribution to the drag coefficiertlusive the presence of the wet afterbody. The difference between the
of base dragmay then be computed as results for partial cavitation and either of the formulas for super-
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Fig. 2 Cavity shapes for different cavity lengths (dimensionless body radius: 0.9; dimension-
less body length: 40 )

cavitation is significantly greater than the difference between tipeessure along the cavitator falls from its value at the stagnation
two formulas for supercavitation themselves, especially for cayioint at the center of the cavitator and is continuous across the
tation numbers greater than=0.1. edge of the cavitator, at which point the value has dropped to
An intuitive explanation of the physics underlying this effect i<avity pressure. The pressure rises to its stagnation value at the
based on the conditions at cavity closure. Although this region iistersection of the Riabouchinski wall and the bddythe cavity
generally unsteady for the axisymmetric flow conditions studiedoses on the bodyor on the Riabouchinski wall at the axis of
herein, the Riabouchinski wall model approximates the timesymmetry(for a supercavity For partial cavitation, the pressure
averaged cavity behavior by allowing for pressure recovery at theefficient downstream of the cavity closure point gradually ap-
cavity end. In the case of supercavitation, stagnation pressure ausaches zero along the cylindrical body as the flow velocity ap-
only on the axis of symmetry. For the partially cavitating flowproaches that of free-stream, then drops rapidly near the base—
currently considered, however, the locus of stagnation is a circleafinder intersection. Note that this low-pressure spike should be
the intersection of the Riabouchinski wall and the wet afterbodgonsidered an artifact of the simple model implemented at the
Thus, the high-pressure region near cavity closure is more extéase: A more physically realistic approach would properly account
sive, an effect that leads to shorter cavities. for flow separation in that region. The current model is deemed to
Further insight concerning these effects can be gleaned frdoa acceptable, except when cavity closure occurs very close to the
Fig. 4(a), which presents surface pressure distributions for a ddase, at which point the nonphysical localized low pressure at the
mensionless body radius of 0.8 for two different values of thessumed cylinder-base intersection probably results in cavity
partial cavity length and for the case of supercavitation. The pldengths that are somewhat overpredicted. Also note that a low-
in Fig. 4(b) present the associated body-cavity geometry for th@ressure spike is predicted at the cone—cylinder intersection if the
same three flow cases. Figuré@palso gives an idea of the dis- cavity closes upstream of this point. In a real flow, viscous effects
tribution of panels along the surface. Note the increased pamebuld lead to a separation bubble at this point, which would tend
density where pressure gradients are large. It can be seen thattthenitigate this spike. Alternatively, low pressure in this region

Dimensionless 40 100
Cavity Length
30 \\
20 supercavitation: 10 \ ]
May partial cavitation "\\\
0 / Garabedian - w — { May
percavitation -
partial cavitation ~ Garabedian
0 1
0.00 0.05 0.10 0.15 0.20 0.25 0.01 0.10 1.00
Cavitation Number Cavitation Number b
a

Fig. 3 Cavity length versus cavitation number on (a) linear and (b) logarithmic scales (dimensionless body radius: 0.9;
dimensionless body length: 40 )
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Fig. 4 (a) Surface pressure distribution and  (b) cavity shape for different cavity lengths (di-
mensionless body length: 5; dimensionless body radius: 0.8 ); see text for discussion of pres-
sure spikes

could be associated with a second cavity. Neither effect has beemhe decrease in the Riabouchinski wall height with increasing
addressed with the current model, so it is expected that the cauwydy radius provides information concerning the maximum body
length is slightly over-predicted for cases in which closure occutiat can be accommodated by a partial cavity for a given cavita-
just upstream of the cone—cylinder intersection. tion number. With further increase in the body radius, negative
Figure 5 presents cavity shapes at a constant cavity length {gflues of the Riabouchinski wall height were obtained, so that the
the body radii ranging from 0.5 to 1.3. Here the cavity length is 390nverged cavity shape actually intersected the body, suggesting

and the body length is 40. Ch?nges in the fcavity_ shape are mygh: sich a cavity is not physically realizable. Over most of the
more apparent _dov_v_nstrear_n of the point of maximum cavity ra, »neter space studied, this occurred when the body radius was
dius, although significant differences can also be observed so

what forward of this point feater than approximately 1.3 times the cavitator diaméter
Figures 6a) and Qtf; présent the Riabouchinski wall height a within the resolution tested; that is, for increments of a dimension-
Ii%ss body radius of 0)1as is depicted in Fig. 7. When the cavity

a function of the body radius and cavity length, respectively. X g
Fig. 6a), the Riabou)éhinski wall heigt?': is glotted ggainstythé: osure location was very close to the aft end of the body, negative

body radius for values of the cavity length of 10, 20, and 30. [Riabouchinski wall heights occurred at lower values of the body
can be seen that, for all cavity lengths, the Riabouchinski wdfdius; for longer bodies, this effect occurred at lower ratios of the
height decreases with increasing body radius. The curves &aity length to the body lengtiiNote, however, that the results
somewhat jagged, especially for a body radii greater than 1 ca{@r very long partial cavities—approaching the body length—are
tator diameter. This may be due to discretization error. Figiing 6 not entirely accurate, because cavitation or separation at the base
shows the variation of Riabouchinski wall height with cavityof the cylinder has not been properly modeled. The effects of this
length for two values of the body radius. The wall height is seeteficiency are considered negligible for lower values of the ratio
to decrease with increasing cavity length. of cavity to body length.
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Fig. 5 Cavity shapes for various body radii (dimensionless body length: 40;
dimensionless cavity length: 30 )

At least from a numerical perspective, limitations also apply toumber limits of two formulas presented in M&23]. One of
the minimum cavity length for a given body radius. Figure &hese is May’s own semiempirical formula, and the other is Gara-
shows the minimum cavity length for which convergence wadsedian’s theoretical formulg22]. A dimensionless body radius of
achieved as a function of the body radius. When the current analy5 is the case where the cavitator and cylinder diameters are the
sis was applied to flow cases with shorter cavities than this mirdame, the so-called “zero-caliber ogive” for which partial cavita-
mum value, nonphysical cavity shapes resulted, characterizedtimn experiments were performed by Billet and We2d]. Figure
nonconvex profiles. It can be seen that this minimum cavity lengétb) presents the cavity length versus cavitation number for this
increases with increasing body radius. case for the current methdtabeled “0.5"), for the curve fit rec-
Figure 9a) presents the cavitation number versus the caviymmended iff24] for their experimental results:
length for different body radii. The dimensionless body length is
again 40. Except for the case of supercavitat@tody radius of €. (0.751 107
zero, the cavity closes on the cylindrical portion of the body. The d_c -
cavitation number decreases with increasing body radius. As the
cavity length increases, each curve asymptotically approaches #imel for the semiempirical formula for supercavitation recom-
supercavitation result, which agrees well with the low-cavitatiormended in May[23]. It can be seen that, although the current

o
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Fig. 6 Riabouchinski wall height versus (a) body radius and (b) cavity length
(dimensionless body length: 40 )
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Fig. 7 Maximum body radius (resolved in increments of 0.1 ) for nonnegative Riabouchinski
wall height as a function of cavity length

results fall between the two sets of experimental data, the trend idt is often useful to have available a simple approximate for-
somewhat closer to the partially cavitating case, suggesting tmatila relating cavity length to cavitation number. For the case of
part of the difference between the data sets presentg2Birand supercavitation, many such formulas are available, notably Gara-
in [24] can be explained by the presence of the body in the latteedian’s theoretical formul22] and May's semiempirical for-
case. Other differences may be attributable to any difference rifula[23] shown in Figs. 3 and 9. Such a formula is proposed in
body length between the flow case associated with Rig. @d  the Appendix for the case of a partial cavity terminating on the
the actual model length of Billet and We(t975, which is not  cyjindrical portion of the body.

stated in their publication. Also, the physical flow conditions at

the model base and the presence of a strut and tunnel walls are nétavity Closure on the Conical Forebody. The pressure dis-
accounted for in the current model. Although the presence oftrbution for closure on the conical forebody of a selected configu-
body will be less important for cylinders of the smaller radii, it igation was discussed above in connection with Fig. 4. Figure 10
suggested that the current method could be used to correct expprésents the effect of the body radius if the cavity closes on the
mental supercavitation data for the presence of a downstreannical portion of the body. It can be seen that a much longer
sting. cavity is generated for supercavitation than for the partially cavi-

Minimum 6 T
Dimensionless |
Cavity Length 5

0.0 0.5 1.0 15
Dimensionless Body Radius

Fig. 8 Minimum cavity length for which convergence was achieved versus
body radius (dimensionless body length: 40 )
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Fig. 9 Cavity length versus cavitation number (a) for bodies of different radii
(dimensionless body length: 40 ); (b) comparison with the zero-caliber ogive
experiments of Billet and Weir  (1975)

tating case at the same cavitation number. For a constant cavjihysically realizable. Hence a jump in the cavity length is re-

tion number, the cavity length decreases slightly with increasimired at this point. For the other two cone angles shown in Fig.
body radius, especially at lower cavitation numbers. The seniil, the cone—cylinder intersection is further downstream, so the
empirical results from May23] are also presented in the figurecavity is large enough to envelope that point as the cavity length
for purposes of comparison with the case of supercavitation. increases continuously with a decrease in the cavitation number;

In Fig. 11(a), the cavitation number versus the cavity length ithus continuous curves result. Note, however, the very apparent
plotted for three different cone angles: 4.77 deg, 9.55 deg, addange in the slopes of the curves, even for the 9.55 deg cone
15.92 deg. The dimensionless axial coordinates of the conargle, as the cavity closure point moves from the cone to the
cylinder intersection for each of these bodies are 8.38, 4.16, anyinder in each case. This effect is emphasized in Figh)11
2.46, respectively. The body length is 80 and the cavity closes amere the reciprocal of the cavitation number is plotted versus
either the conical or the cylindrical portion of the body. For coneavity length for each of the body profiles. This figure clearly
angles of 4.77 deg and 9.55 deg, a continuous curve is obtainsdows either discontinuous or slope-discontinuous behavior when
But for 15.92 deg, the curve is discontinuous for values of thibe cavity closes at the cone—cylinder intersection, depending on
cavity length between approximately 2 and 6. the cone angle.

This can be explained by referring to Fig. 12, where the cavity Although the current analysis does not address ventilation ef-
shapes for different cavitation numbers are shown for this cofects, such behavior may be related to the hysteresis effect dis-
angle. The cavity shapes for cavity lengths 4 and 5, even thougissed in Semenenka5]. This effect, which was discovered and
they are shown in the figure, intersect the body and so are riovestigated experimentally, involves the behavior of nominally
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Fig. 10 Cavity length versus cavitation number for cavity termination on the conical forebody,
comparing partial cavitation with supercavitation (dimensionless body length: 80; cone angle:
6.96 deg)

axisymmetric ventilated cavities that close on an axisymmetréiscontinuous profile is associated with discontinuities in the re-

body profile with slope discontinuities. Specifically, Semenenkationship between the required ventilation rate and the cavity

claims that the ventilation rate required to maintain a cavity of length. Figures 11 and 12 herein provide qualitative evidence of a
given length depends on the angle that the cavity boundary malséwmilar dependence on the angle that the cavity boundary makes
with the body profile near closure. Since this quantity depends, with the body profile near closure. This result suggests that the
turn, on the slope of the profile and the cavity length, a slopeffect discussed if25] involves the relationship between the cavi-
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1.0 < 9.55 \
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(see text)
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£
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0
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Fig. 11 Cavity length versus (a) cavitation number and (b) reciprocal of cavi-
tation number for three different cone angles (dimensionless body length: 80;
dimensionless body radius: 1.2 )
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Fig. 12 Numerical analysis of high-speed bodies in partially cavitating flow

tation number and the cavity length directly, although it is cleareases. Note that all these computations were performed for a
that the required ventilation rate must also be affected. Applicaingle, arbitrarily selected value of the Reynolds number.
tion of the current model to the body profiles discussed by Seme-In Fig. 14, the drag associated with the nonphysical solutions
nenko for purposes of a more direct comparison was beyond tloe values of the cavity length between 2 and 6 is not shown,
scope of this effort. although the pressure and total drag coefficients show a tendency
Drag coefficients for bodies with cone angles of 9.55 deg artidward reduced values just outside this range, so that the qualita-
15.92 deg are plotted in Figs. 13 and 14, respectively, brokéme behavior is similar to that described in Fig. 13.
down into the components described above. For these examples, the local minimum in the forebody pressure drag coefficient as
was assumed that the flow at the cylinder base was separatéd,cavity closure point approaches the cone—cylinder intersection
rather than cavitating, and the base drag component was computatesents two primary competing effect$) A decrease in the
using Eq.(5). The pressure drag in Fig. 13 decreases as the caviéngth of the conical forebody that is exposed to elevated pres-
closure point approaches the cone—cylinder intersection and tleemes downstream of the cavity closure point; d2dthe increase
increases slowly as the cavity length increases. This behaviorinscavity pressure relative to ambient as the cavitation number
reflected in the total drag, since the pressure drag is a significamtreases, which results in increased drag on the forebody. It can
component, and the other components change only slowly witle seen from Fig. 4 that the fraction of the forebody length that is
changes in the cavity length. As is to be expected, the viscous degosed to pressures higher than static pressure is reduced as
decreases with increasing cavity length while the base drag mere of the cone is enveloped by the cavity. Once the cavity

Drag 25
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15 | e S e —
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0.0 :
0 2 4 6 8 10

Dimensionless Cavity Length

Fig. 13 Drag coefficient versus cavity length (dimensionless body length: 80;
dimensionless body radius: 1.2; cone angle: 9.55 deg; Reynolds number:
3.0e7)
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Fig. 14 Drag coefficient versus cavity length (dimensionless body length: 80;
dimensionless body radius: 1.2; cone angle: 15.92 deg; Reynolds number:
3.0e7)

closure point reaches the cone—cylinder intersection, no furthtee increase in base drag is associated with the increase in the
decrease can occur, since the cone is completely enveloped. Tét@® of base area to cavitator area. The forebody pressure drag
minimum pressure drag should, therefore, be observed when tagies under the influence of two primary competing effetts:
cavity and cone lengths are equal; the cavity increments usedTioe increase in the wet area of the conical forebody that is ex-
produce the curves in Fig. 13 were not quite sufficient to resolymsed to elevated pressures downstream of the cavity closure
the pressure minimum exactly, although the basic behavior is cqgint; and,(2) the increase in the wet area of the conical forebody
tured. The dip in the total drag coefficient as the cavity closuexposed to the low-pressure spike near the cone—cylinder inter-
point approaches the cone—cylinder intersection does not redseetion. At this cavitation number, with the cavity enveloping a
the drag to values associated with supercavitation. In that caBagction of the cone, the first effect leads to a slight increase in the
there is no base drag as currently defined, friction drag is negtiressure drag coefficient until a dimensionless body radius of ap-
gible, and the total drag is simply the cavitator drag for a disk, ggroximately 1.8, at which point the effect of the low-pressure
that the total drag coefficient based on cavitator projected arggike begins to dominate and the pressure decreases.
takes a value approaching 0.82—0(8éde, for example, Maj23],
Kirschner et al[13], Uhiman et al[14], and many othejs The Effect on Drag of Flow Conditions at the Cylinder Base
Figures 15 and 16 show the effects of body radius when ties discussed above, the base and total drag coefficients depend on
cavity closes on the conical portion of the body at constant valute type of flow occurring at the base of the cylinder: Base-
of the cavitation number. Once again, the base drag was compusegarated flow, in which case the base drag is computed using Eq.
using Eq.(5), assuming that the flow is base-separated, rather thés), or the base-cavitating flow, for which E¢6) applies. In re-
base-cavitating. For this example, the cavitation number was fixelity, the base drag coefficient can fall somewhere between these
at 0.15, the dimensionless body length was 80, and the cone artgle values, depending on the extent of cavitation over the cylin-
was 15.92 deg. As for the case of cavity closure on the cylinderder base. Thus, the base-separated and base-cavitating flow cases
can be seen in Fig. 15 that the cavity length decreases with nepresent limiting values that are useful for the purposes of esti-
creasing body radius. Figure 16 shows that all the drag compmating the total drag on a partially cavitating body.
nents except the pressure drag increase with increasing body raAs an illustration of this behavior, the base and total drag co-
dius over the range considered. The increase in friction drag is defficients were predicted for a partially cavitating body with a
to the increase in the ratio of wet area to cavitator area. Similarlfimensionless length of 40 and a dimensionless cylinder radius of

Dimensionless 1.5

Offset ‘[
maximumbody radius
f o —— [
05 ;
0.0
0.0 0.5 1.0 15 20
Dimensionless Axial Coordinate
Fig. 15 Cavity shapes for different maximum dimensionless body radii (di-
mensionless body length: 80; cavitation number: 0.15; cone angle: 15.92 deg )
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Fig. 16 Dimensionless cavity length and drag components versus dimensionless body radius
(dimensionless body length: 80; cavitation number: 0.1; cone angle: 15.92 deg )

0.9, subject to base-separated and base-cavitating flow. For efmrhbase separation shown in Fig. 17, and eventually follow the
of these two cases, it was assumed that the forward cavity closeave for base cavitation as the base flow became fully cavitated.
on the cylindrical portion of the body. For the case of the bas&he total drag coefficient is similarly limited.
cavitating flow, it was assumed that cavity pressure at the base antf the cavities at the cavitator and at the base are subject
at the cavitator were equal. The results are presented in Fig. 1f0 unequal values of cavity pressure, as can occur for a ventil-

It can be seen that as the cavitation number decreases wvated system, results such as those presented in Fig. 17 must be
increasing cavity length, the base drag coefficient for the baseedified.
cavitating flow case also decreases in accordance with(@q.  The results for the base-separated flow case are presented as an
Assuming that the semiempirical formula, Ef), is applicable, a engineering approximation based on a semiempirical formula for
generally opposite trend applies to the base-separated flow cdke.drag coefficient. This formula is a rather simplified expression
These trends are reflected in the total drag coefficients. It is thinat does not involve body length as a parameter, nor does it
apparent from Fig. 17 that the total drag coefficient is very depeaecount for the occurrence of cavitation. Such complications war-
dent on the base flow conditions. Therefore, in applying thesant additional modeling and experimental validation to improve
results, several cautions must be noted, as follows: predictions such as those presented in Fig. 17.

As discussed above, the pressure in the fluid cannot fall below
vapor pressure. Thus, the base drag coefficient cannot achieve a .
value higher than the value computed for the case of the ba onclusions
cavitating flow with the cavity pressure equal to vapor pressure.A physics-based model of partial cavitation has been developed
Thus for the example results presented in Fig. 17, the base dfag axisymmetric flows. The model has been applied to a disk
coefficient for the base-separated flow case is nonphysical for davitator with a simple body profile consisting of a conical fore-
mensionless cavity lengths greater than approximately 13.6. Fawrdy abutting a cylinder. The effects of the body radius and fore-
longer cavities, cavitation would begin to occur over the base, abddy cone angle on the cavity shape and length, the cavitation
the base drag coefficient would begin to depart from the curveimber, and the body drag were studied. The model predicts that,

Drag 25

Coefficient
20 | n
15 [ . b total drag - —|
10 |-

base drag
05 S
0.0 :
0 5 10 15 20 25 30 35
Dimensionless Cavity Length
Fig. 17 Base and total drag coefficients versus cavity length (dimensionless

body length: 40; dimensionless body radius: 0.9; Reynolds number: 3.0e7 )
comparing the base-separated and base-cavitating flow cases
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Fig. 18 Bivariate surface fit of cavity length as a function of cavitation number and cylinder
radius (results strictly applicable to a dimensionless body length of 40; computed using Eq.
(7); original numerical data plotted as markers )

for fixed cavitation number, partial cavities are generally shorter D = total drag on the body
than supercavities for the same cavitation number over the regime D,, = base drag at the aft end of the body
investigated. The model also predicts that, for a given cavitation D, = cavitator drag for a supercavity
number, cavity length decreases and drag increases with an in-D, = pressure drag on the body excluding base drag com-
crease in the body radius over most of the parameter space inves- ponent
tigated. A dip in the pressure drag coefficient occurs as the cavi- D, = viscous drag on the body
tation number decreases and the cavity termination point d. = cavitator diameter
approaches the cone—cylinder intersection. However, discontinu- €, = body length
ous cavity behavior can also occur at such an operating point, €, = cavity length
depending on the forebody cone angle. It is proposed that thi&(b) = coefficients used in surface fit of computed results
effect is related to experimental observations of other researchers p, = cavity pressure at cavitator
involving ventilation hysteresis effects. Pcbase = Cavity pressure at cylinder base, for base-cavitating
flows
Acknowledgments p. = free-s_tream ambient pressure
= magnitude of local fluid velocity vector

. . ) q
This work was supported, in part, by the Office of Naval Re- s = arc length coordinate along body-cavity surface
search(ONR), most recently with the sponsorship of Dr. K. Ng U, = free-stream velocity

under Program No. 0602747N. Previous support was provided by x = axial distance
Mr. J. Fein, then of ONR. p = density of water

9 = cavitation number, {f..— pc)/:-zL pU2, based on cavity
pressure at cavitator
cavitation number, {..— p. basg/%pui, based on cav-

ity pressure at cylinder base
= total potential

Nomenclature

A, = cavitator projected area Obase —
b(x) = body-cavity radius at axial locatiox
bpase = radius of cylindrical portion of body

b;; = coefficients used in surface fit of computed results # = disturbance potential
Co = total drag coefficientD/3 pU2A,
Cob = pase(pressurgdrag coefficientD /2 pU2A, Appendix: Parametric Surface Fit of Partial Cavity
Cpc = cavitator drag coefficient for a supercavity, Characteristics
DJ/3pUZA It is often useful to have available a simple approximate for-
Cop = pressure drag coeﬁiciermplépuiAc mula relating the cavity length to the cavitation number. For the
Cov — ui . 10 case of partial cavitation over a cylindrical body of dimensionless
v = viscous drag coefficienD /3 pU>Ac length of 40, the following surface is proposed, based on curve fits
Ct = friction coefficient, ,,/3 pU2 of the numerical results presented above
Cp = pressure coefficient,p(— px)/%pUi IN(o(€£c,b))=€1(b)IN?(£)+€,(b)In(£;)+€3(b) (A1)
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¢,(b)=b;;b?+b;,b+b;s Fluid Mech.,254, pp. 151-181.
[12] Varghese, A. N., Uhlman, J. S., and Kirschner, I. N., 1997, “Axisymmetric
and Slender-Body Analysis of Supercavitating High-Speed Bodies in Subsonic
Flow,” Proceedings of the Third International Symposium on Performance
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. 4 . . . ] Uhlman, J. S., Varghese, A. N., and Kirschner, I. N., 1998, “Boundary Element
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Scaling of Tip Vortex Cavitation
Inception Noise With a Bubble
Dynamics Model Accounting for
Nuclei Size Distribution

Chao-Tsung Hsiao

e-mail: ctsung@dynaflow-inc.com The acoustic pressure generated by cavitation inception in a tip vortex flow was simulated
) in water containing a realistic bubble nuclei size distribution using a surface-averaged
Georges L. Chahine pressure (SAP) spherical bubble dynamics model. The flow field was obtained by the
e-mail: glchahine@dynaflow-inc.com Reynolds-averaged Naviebtokes computations for three geometrically similar scales of
a finite-span elliptic hydrofoil. An “acoustic” criterion, which defines cavitation inception
Dynaflow, Inc. as the flow condition at which the number of acoustical “peaks” above a pre-selected
10621-J Iron Bridge Road, Jessup, MD 20794 pressure level exceeds a reference number per unit time, was applied to the three scales.

It was found that the scaling of cavitation inception depended on the reference values
(pressure amplitude and number of peaks) selected. Scaling effects (i.e., deviation from
the classicalaiocRg'“) increase as the reference inception criteria become more stringent
(lower threshold pressures and less number of peaks). Larger scales tend to detect more
cavitation inception events per unit time than obtained by classical scaling because a
relatively larger number of nuclei are excited by the tip vortex at the larger scale due to
simultaneous increase of the nuclei capture area and of the size of the vortex core. The
average nuclei size in the nuclei distribution was also found to have an important impact
on cavitation inception number. Scaling effects (i.e., deviation from classical expressions)
become more important as the average nuclei size decreH36d: 10.1115/1.1852476

1 Introduction deformation and the full interaction between the bubble and the

viscous flow field[11]. In the present study we incorporate the

Scaling of the results of a propeller tip vortex cavitation inceF)SAP spherical bubble dynamics model with a statistical nuclei

tion studies from Iaboratory to large scales ha_s not a!ways be Qiribution in order to enable prediction of cavitation inception in
very successful. Aside from the problems associated with prope

i
. i .~ . . ypractical liquid flow field with known nuclei size distribution.
scaling the flow field, existing scaling laws as derived or used Byiq i yealized by randomly distributing the nuclei in space and
previous studies, e.g[1-6], lack the ingredients necessary tQime according to the given nuclei size distribution. According to
explain sometimes major discrepancies between model and iylbyious studie§12,13 the number of nuclei to use in the com-
scale. One of the major aspects which has not been appropriaigl¥ation can be reduced by considering only the nuclei that pass

incorporated in the scaling law is nuclei presence and nuclei siggough a so-called “window of opportunity” and are captured by
distribution effects. Another issue which may cause scaling profie tip vortex.

the flow condition is considered to be at cavitation inception wheghnsider the tip vortex flows generated by a set of three geometri-
either an ‘acousti¢ criterion or an “optical’ criterion is met cajly similar elliptic hydrofoils. The flow fields are obtained by
[7,8]. These two detection methods are known to provide differegfeady-state Navier—Stokes computations which provide the ve-
answers in the most practical applications. Furthermore, for pragcity and pressure fields for the bubble dynamics computations.
tical reasons inception may be detected by one method at mogtgke SAP spherical model is then used to track all nuclei released
scale and by another at full scale. To address this issue in a mggadomly in time and space from the nuclei release area and to
consistent manner for different scales, the present study considessord the acoustic signals generated by their dynamics and vol-
an “acoustic¢ criterion which determines the cavitation inceptionume oscillations.
event by counting the number of acoustical signal peaks that ex-
ceed a certain level in unit time.

To theoretically address the above issues in a practical way .
spherical bubble dynamics models were adopted in many studfes Numerical Models
n o_rde_r to _simula_lte the bubble dynamic_s and to predict tip VOrteX 5 1 Navier-Stokes Computations. To best describe the tip
cavitation inception[8—10]. In our previous studie$8,11], an ey flow field around a finite-span hydrofoil, the Reynolds-
improved surface-averaged pressAP) spherical bubble dy- ayeraged Navier—StokeRANS) equations with a turbulence
namics model was developed and applied to predict single bubblg,je| are solved. These have been shown to be successful in
trajectory, size variation and resulting acoustic signals. This modgdgressing tip vortex flow§14] and general propulsor flows
was later shown to be much superior than the classical spherigpt 16, The three-dimensional unsteady Reynolds-averaged in-

model through its comparison to a two-way fully threegompressible continuity and Navier—Stokes equations in nondi-
dimensional(3D) numerical model which includes bubble shapgnensional form and Cartesian tensor notations are written as
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whereu;= (u,v,w) are the Cartesian components of the velocity
X;=(X,y,z) are the Cartesian coordinatgs,s the pressureR, Bubble Trajectory
=pu*L*/u is the Reynolds numbeg* andL* are the charac-
teristic velocity and length selected to be, respectively, the fr
stream velocity,V,. and root chord lengthC,. p is the liquid
density, andu is its dynamic viscosity. The effective stress tensc
Tjj is given by Nuclei Distribution

1 -
— Uy ) \

=
1) Re

where §;; is the Kronecker delta amli’uj’ is the Reynolds stress
tensor resulting from the Reynolds averaging scheme.

To numerically simulate the tip vortex flow around a finite-spa
hydrofoil, a body-fitted curvilinear grid is generated and EGs.
and(2) are transformed into a general curvilinear coordinate sy
tem. The transformation provides a computational domain that
better suited for applying the spatial differencing scheme and t
boundary conditions. To solve the transformed equations, we t Nuclei Distribution
the three-dimensional incompressible Navier—Stokes flow solv:
DF_uncLE, derived from the code UNCLE developed at Missis
sippi State University. The DBNcCLE code is based on the
artificial-compressibility methodl17] which a time derivative of
the pressure multiplied by an artificial-compressibility factor i
added to the continuity equation. As a consequence, a hyperbc
system of equations is formed and is solved using a time marchi
scheme in pseudo-time to reach a steady-state solution.

The numerical scheme in DBNCLE uses a finite volume for-
mulation. First-order Euler implicit differencing is applied to the
time derivatives. The spatial differencing of the convective tern
uses the flux-difference splitting scheme based on Roe’s mett
[18] and van Leer's MUSCL methodL9] for obtaining the first-
order and the third-order fluxes, respectively. A second-order ce ;
tral differencing is used for the viscous terms which are simplifie N
using the thin-layer approximation. The flux Jacobians required in
the implicit scheme are obtained numerically. The resulting syEig. 1 The location and size of a fictitious volume for ran-
tem of algebraic equations is solved using the Discretized Newtégmly distributing the nuclei
Relaxation methodl20] in which symmetric block Gauss—Seidel
sub-iterations are performed before the solution is updated at each
Newton interaction. &A— e turbulence model is used to model the
Reynolds stresses in E().

Cavitating bubble

2 duy
=8i—
371 IX

(aui au;
_+ _
an IX

Release Area

All boundary conditions in DRUNCLE are imposed implicitly. M AmR?
Here, a free stream constant velocity and pressure condition is azz N Al (5)
specified at all far-field side boundaries. The method of character- = ' 3

istic is applied at the inflow boundary with all three components
of velocities specified while a first-order extrapolation for all vari-

ables is used at the outflow boundary. On the solid hydrofoil sur- . . . . .
face, a no-slip condition and a zero normal pressure gradient cgmerENi is the discrete number of nuclei of radiBs used in the

- . mputations. The position and timing of nuclei released in the
dition are used. At the hydrofoil root boundary, a plane symmet ) . . ST -
condition is specified. ﬁgw field are obtained using random distribution functions, al-

ways ensuring that the local and overall void fraction satisfy the
2.2 Statistical Nuclei Distribution Model. In order to ad- nuclei size distribution function.
dress a realistic liquid condition in which a liquid flow field con- From previous studief12,13, we know that only nuclei that
tains a distribution of nuclei with different sizes, a statistical nuenter” a given region or “window of opportunity” are actually
clei distribution is used. We consider a liquid with a known nucletaptured by the vortex and generate strong acoustic signals.
size density distribution functiom(R). n(R) is defined as the Therefore, it is economical to consider only nuclei emitted from
number of nuclei per cubic meter having radii in the rapBeR  this “window of opportunity.” This is similar to considering a
+ 8R]. This function has a unin~* and is given by fictitious volume of cross area equal to the window area and of
length equal to/..At, whereV., is the free stream velocity ankt
_dN(R) is the total time of signal acquisitiofsee Fig. 1L
n(R)= “drR (4)

2.3 Bubble Dynamics. The nuclei convected in the flow
whereN(R) is the number of nuclei of radiuR in a unit volume. field are treated using a spherical bubble dynamics model. To do
This function can be obtained from experimental measuremests, we use the Rayleigh—Plesset equation modified to account for
such as light scattering, cavitation susceptibility meter and ABSslip velocity between the bubble and the host liquid, and for the
Acoustic Bubble Spectrometer® measuremditsl and can be nonuniform pressure field along the bubble surfeb@. The re-
expressed as a discrete distribution Mfselected nuclei sizes. sulting modified surface-averaged pressy®AP) Rayleigh—
Thus, the total void fractiong, in the liquid can be obtained by Plesset equation can be written as:
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where Ris the time varying bubble radiu®, is the initial or
reference bubble radiug, is the surface tension parametpy, is
the vapor pressurgy, is the initial or reference gas pressure
inside the bubble, and is the polytropic compression law con-
stant.u is the liquid convection velocity andy, is the bubble
travel velocity. PencounteriS the ambient pressure “seen” by the
bubble during its travel. In the SAP meth&4q,,countedS defined as
the average of the liquid pressures over the bubble suffeide

The bubble trajectory is obtained using the following motion
equation[22]
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where the drag coefficier@p is given by an empirical equation
such as that of Haberman and Mort&8]

24
Re b

2pRju—uy|

Co==(1+0.19R%%3+2.6x10 “R%); Rep=

8)

The pressure at a distankcBom the bubble center generated by
the bubble dynamics is given by the expression

RR2
214

)

p=IB[R2h+2R'R2]—p

Whenl|>R, Eq.(9) becomes the expression for the acoustic pres-
surep, of Fitzpatrick and Strasbei@4] after introduction of the
delayed timet’ due to a finite sound speed,

r-R
t=t— —.
Cc

Rp . -
Pa(t’) T[RR(I'HZRZ(V)]. (10)

Fig. 2 Computational domain and grid for the current study

To determine the bubble motion and its volume variation, a

Runge-Kutta fourth-order scheme is used to integrate BIS. once the interpolation stencil and interpolation coefficients are

and (7) through time. The liquid velocity and pressures are ohyetermined, the pressure and velocities can be obtained by using a
tained directly from the RANS computations. The numerical sQgmijar equation to Eq(11).

lution of the RANS equations, however, offers the solution di-
rectly only at the grid points. To obtain the values for any 2.4 Computational Domain and Grid Generation. To
specified location X,y,z) on the bubble we need to interpolatecompute the flow around the finite-span elliptic hydrofoil we gen-
from the background grid. To do so, an interpolation stencil arefated an H—H type grid with a total of 2.7 million grid points in
interpolation coefficients at any specified location are determingdich 191x101x101 grid points were created in the streamwise,
at each time step. We use a three-dimensional point-locatisganwise and normal direction, respectively, and<8l grid
scheme based on the fact that the coordinatey,f) of the points were used to discretize the hydrofoil surface. The grid is
bubble location are uniquely represented relative to the eight cerbdivided into 12 blocks for a computational domain which has
ner points of the background grid stencil by all far-field boundaries located si6) chord lengths away from
8 8 8 the hydrofoil surfacdsee Fig. 2 Grid resolution was determined
_ _ — according to previous numerical studigist,25 in which exten-
XZE NiXi , y=2 Niyi, Z:_E Niz, sive investigations of the grid resolution for the tip vortex flow
=t =t =t showed that the minimum number of grid points needed for good
resolution is at least 15 grid points across the vortex core. Here,
the grid resolution for the tip vortex was optimized through re-
peated computations and regridding to align grid clustering
around the tip vortex centerline. The final refined grid selected for
the results shown below had at least 16 grid points in the spanwise
direction and 19 grid points in the crosswise direction within the
vortex core. The first grid above the hydrofoil surface was located
such thaty*~1 in order to properly apply the turbulence model.

()

where
Ni=(1-¢)(1-4)(1-¢),
N3=(1-¢)¢(1-¢),
Ns=(1=-¢)(1-)e, Ne=d(1-i)e,

N7;=(1-¢)bp, Ng=dio.

¢, ¥, ¢ are the interpolation coefficients, ang (y;,z) are the 3
coordinates of the eight corner points of a grid stencil in the back-
ground grid. Equation(11) is solved using a Newton—Raphson 3.1 3D Steady-State Tip Vortex Flow. The selected finite-

method. For a bubble point to be inside the grid stencil requirapan elliptic foil has a NACA16020 cross section with an aspect

No=o(1-¢)(1-¢),

Ne=ou(l=¢),

Results

that the corresponding, i, ¢ satisfy O<¢=<1, O<y=<1, O<¢=<l1.

Journal of Fluids Engineering

ratio of 3(based on semisparThe flow field at an angle of attack

JANUARY 2005, Vol. 127 / 57

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Characteristics of the three NACA16020 foil used

Small scale Medium scale Large scale
Co 0.144 m 0.288 m 0.576 m
V., 10 m/s 10 m/s 10 m/s
Re 1.44x10° 2.88x10° 5.76x 10°
—CPuin 3.34 4.34 5.48
NACA16020 Finite-Span Elliptic Hydrofoil at a=12°

[ Re=1.44x10°

L N e Re=2.88x10°

i —— - Re=5.76x10°"

3
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Fig. 3 Pressure coefficient variations along the NACA16020

elliptic foil for three values of the Reynolds number
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Fig. 4 Comparison of tangential and axial velocity components across the tip vortex core at
between present numerical result and experimental measurements

58 / Vol. 127, JANUARY 2005

of 12 deg was computed for three foil sizes or three different
Reynolds numbers in order to study cavitation scaling effects.
These correspond to the three scales shown in Table 1. In all three
cases a steady-state solution was considered achieved When
-V=1x10*. The resulting pressure coefficients along the tip
vortex centerline are shown in Fig. 3. It is seen that the locations
of the minimum pressure for all three cases are very close to the
hydrofoil tip and are located at/C,=0.085, 0.075, and 0.075.
The corresponding minimum pressure coefficients are shown in
Table 1. If the cavitation inception number is assumed to be
—Cpmin» then these values correlate with the power formulation:
R0,

To validate the steady state computations an additional case was
computed at an angle of attack equal to 10° &e-4.75x 10°.
The results were compared to the available experimental measure-
ments of 2] by considering the tangential and axial velocity com-
ponents across the tip vortex core at two streamwise locations. As
seen in Fig. 4, the comparison indicates that the tip vortex flow is
well predicted in the near-field region in which the pressure coef-
ficient along the vortex center reaches its minimum. However,
over-diffusion in vortex core size and over-dissipation in veloci-
ties are seen for the numerical solution further downstream espe-
cially for the axial velocity component whose velocity profile
changes from excess to deficit. Notice, however, that this occurs
beyond the region of interest here for bubble dynamics studies.
Indeed, the bubble dynamics simulations show that the bubble
growth and collapse durations are relatively very skeet Fig. 5
and occur before/Cy=0.1. In this region, our numerical solution

(b)) x/Cy=01
15_—
1‘25:— \
5 1 | \ //
s 1
|

o
~
o

LN [ S S S B B A e

05
[P R BT R S P i |
-0.05 0 0.05 0.1
(d) Z/C
1 -
150 X/CO 0.3
125

U/Uw

0.75

0.5

T T T T T T

P - . e ]
-0.05 0
ZiC

x/Cy=0.1and 0.3
(Fruman et al. 1992 )
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Small Scale Cavitation Number= 3.2 RO = 10 microns
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Fig. 5 Example computation of bubble dynamics for bubble radius, encoun-
tered pressure, and emitted acoustic pressure versus time during bubble cap-
ture in the tip vortex

agrees quite well with the experimental measurements. Therefderent scales with the same initial nuclei size are shown in Fig. 7.

the present Navier—Stokes computations are reliable for studyings seen that the size of the “window of opportunity” increases

the bubble behavior in th€ py,, region of interest. as the scale increases. This implies that larger scales capture more
3.2 Window of Opportunity. The “window of opportu- Nnuclei into the vortex for the same nuclei sizes and duration of

nity” can be determined by releasing nuclei upstream of the foioservation time when compared to smaller scales.
and tracking their trajectories to see if they enter into the low - s T o —y
pressure areas in the tip vortex flow. A release plane Iocatedba .'3 Stzt_lstlt_:al Nuclei Slzel D'ftlr('bunond Nuclei snzehdlstrl
x/Cy=—0.1 ahead of the hydrofoil tip{C,=0) was used. Nu- Pution studies in water tunnels, lakes an 0ce@6527] show a
clei were released from this plane at various locations, tracké&?wer'law distribution for the number density distribution func-
and the minimum pressure they encountered is recorded at tig®, with n(R)~1/R?, where the exponeng lies between 2.5
corresponding release point. and 4. In the present study we consider a nuclei size distribution
Initially, 300 nuclei of a given size were released from theanging from 10 to 10Qum with a void fractiona~1x10 ® as
release plane. All properties are defined at 20°C. The cavitatigRown in Fig. 8. In order to consider a same bubble population for
number was specified high enough such that the maximum grO\Af)p scales, we have accounted for the fact that a bubble will

size of n.ug:leus was less than 10 %. Figure 6 shows a contour ﬂ%nge its radius in a static equilibrium fashion when the ambient
of the minimum pressure coefficient encountered for each release

location for different nuclei sizes in the small scale. The contouf{€SSUré |_s_change_d._Therefore, for the same scaled cavitation
are blanked out for the release points where the nuclei collide with!Mper, initial nuclei sizes are reduced for the larger scales where
the hydrofoil surface. It is seen that the size of the “window of'® ambient pressure would be larger. This is not a major change

opportunity” becomes smaller and its location shifts closer to tHg the values since gas pressure inside the bubble varies like the
hydrofoil surface of pressure side when the nuclei sizes decreagghe of the radius, while surface tension which is predominant
The contours of minimum encounter pressure coefficient for difaries like the inverse of the radius. This results in nuclei sizes

Re=1.44x10° C,=0.144m U_=10m/s Re=1.44x10° C,=0.144m U_=10m/s Re=1.44x10° C,=0.144m U_=10m/s
R,=20 micron R,=5 micron R,=1 micron
0.216 0.216 | 0216
[ Cpmin N
0.214 0.214 (= | o70| o24f ‘
- — -0.90 - ;
i -1.10 - 7.
0212 1A 30| 0212 s A
0.212 - 7 i -1.50 N = V4l /1(.
o s b B
5 021 s, 021 210| 5 021 e
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s — -2.50 C
0.208 0.208 o = -2.70 0.208 |-
C < -2.90 i
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Fig. 6 Contours of the minimum pressure coefficient encountered at high cavitation number for different
nuclei size in the small foil scale
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Re=2.88x10° C,=0.288m U_=10m/s Re=5.76x10° C,=0.576m U_=10m/s
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Fig. 7 Contours of the minimum pressure coefficient encountered at high cavitation number for Ro=20 pm and for the medium

and large foil scale

ranging from 10 to 10@«m for the small scale, 9.2—92m for the mmx20 mm for the small, medium, and large scale, respectively.
medium scale, and from 8.5 to §am for the large scale. These As a result, the number of nuclei in each population is 142, 568,
curves are used to generate the nuclei field. and 2272 for the three scales, respectively.

With the void fraction and size distribution provided, the total . L . . .
number of nuclei released for each scale is then determined baseg:4 Scaling of Cavitation Inception Noise. As nuclei travel
on the length of signal acquisition time and the size of the releal (e computational domain, the resulting acoustic pressure is

area. To determine an appropriate statistically meaningful obsBfonitored. The acoustic pressure was computed at a location 0.3
vation time we tested two different signal acquisition times m away from the hydrofoil tip for all cases. A series of computa-

=0.2 and 1 s. Both cases were conducted for the small scale at
cavitation numbeir=3.0. The number of nuclei released and the

number of nuclei reaching criticgcavitating condition versus Small Scale R0 = 10-100 micron

nuclei size for these two cases are shown in Fig. 9. In this figure Acquisition Time = 0.2 second
a nucleus is considered to be a cavitation bubble WRgR,unter 60 - e
<P, where the critical pressure is defined as

2y
Pe=p,—(3k—1) ﬁ

3k/3k—1 :‘?
) (PR~ ¥* (13) £, 111
= O Nuclei Released
with k=1.4. Comparison between these two cases shows that thg 0 L] 3
smaller acquisition time only results in a slightly smaller probabil- _:’_
ity for cavitation. ThereforeAt=0.2 second is statistically suffi- 2, |
cient and was used for the other tests. For the release window, w8 ‘
consider an area to be large enough to cover the “windows of5 10 18
opportunity” for all nuclei sizes released. Here, the size of the
release area is specified as 7 MBmm, 14 mmx 10 mm, and 28 04

B Nuclei Cavitating

10 20 30 40 60
Nuclei Size (micron)

1.00E+12 Small Scale RO =10-100 micron
Acquisition Time = 1 second
300
1.00E+11 \ I
- g : ,
'é 5200 R @Nuclei Released | |
~ 1.00E+10 3 B Nuclei Cavitating
e S
[ c
)
1.00E+09 \ K] % -
£ {
z = j—
1.00E+08 T T L ] i [ |
1.00E+00 1.00E+01 1.00E+02 1.00E+03 10 20 30 40 60 80 100
Nuclei Size (micron)
Bubble Radius {microns)
Fig. 9 The number of nuclei released and the number of nuclei
Fig. 8 Nuclei size number density distributions applied at the reaching critical pressure  (cavitating ) versus nuclei size ob-
three scales tained at =3.0 for two different acquisition times
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Small Scale C,=0.144m V_=10m/s 0=3.3 Medium Scale C;=0.288m V_=10m/s 0=4.3
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Fig. 10 The acoustic signals for the small scale at three differ-

ent cavitation numbers Fig. 11 The acoustic signals for the medium scale at three
different cavitation numbers

tions were conducted at different cavitation numbers for the three

scales to obtain the acoustic signals for conditions above and lbavitation number is near the cavitation inception number. It is
low cavitation inception. Figures 10—12 illustrate the acoustic sigeen that, as expected, for all scales the number of high-level
nals for three different scales at three different cavitation numbepeaks increases as the cavitation number decreases. However, the
High-level peaks of acoustic signals are clearly seen when tlaeger scale is more sensitive to cavitation number changes since
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Large Scale C,=0.576 V_=10m/s 6=5.45
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Fig. 12 The acoustic signals for the large scale at three differ-
ent cavitation numbers Fig. 13 Amplitude spectra for all three scales at three different
cavitation numbers

the number of peaks increases much faster than for the smallér-12. A peak in the frequency range 30—40 kHz is seen at all
scale as the cavitation number decreases. Figure 13 shows dbales. The amplitude of this peak increases as the cavitation num-
resulting frequency spectra for the acoustic signals shown in Fidper decreases.
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Fig. 14 Number of pressure peaks versus cavitation number deduced at two
criteria of acoustic level for the three scales considered

Based on the results shown in Figs. 10-12, we can definemental studies usually established in laboratory conditions where
cavitation inception number based on the number of acoustidackground noise and detection techniques lead to high values of
signal peaks per unit time that exceed a certain level. To dedube pressure amplitude for inception detection.
the cavitation inception number based on this criterion, a curve for

the number of pressure peaks higher than a give acoustic pressu > Nucl_e| _Slze_D|_str|b_ut|on_ Effect. To '”“St“'?‘te. how d'f'.
level is created for each cavitation number and for the thr%grent nuclei size distributions influence the prediction of cavita-

scales. Figure 14 shows such curves with two acoustic pressHP& iNception, a much finer nuclei size distribution ranging from 1
levels, 10 and 40 Pa, are chosen for each scale. Given a selel® HO'““m IS tested. In the computations the tota! number qf nuclei
criterion based on the number of peaks and acoustic presslfri¢ased in each case was kepitgthe same. This results in a much
level, one can determine the cavitation inception number fropmaller void fraction ¢~1X10"%) than in the previous case.
Fig. 14. Figure 15 shows the acoustical signal obtaineda8.0 and the
The deduced cavitation inception numbers of the three scal@4mber of nuclei cavitating for each prescribed nuclei size is
for the criteria: 10 peaks/s over 10 Pa and 50 peaks/s over 40 PPWn in Fig. 16. Itis seen that, as expected, the number of peaks

are shown in Table 2. The deduced cavitation numbers alfgdramatically reduced for the smaller nuclei size range when
— Cpyy, are fitted with the classical power formula<R?, and comparing the results to those of the larger nuclei size range. That
min e’

the fitted values ofy are also shown in Table 2. It is Seen thais because as shown in Fig. 16 near inception the nuclei contrib-

different criteria for defining the cavitation inception event caHt'Rg to the ?lgh-levizl tpeaks are olnly the éargtezj b‘it:ﬂfe sm;:s. _

lead to different cavitation inception numbers and different scal- .. serlesg Cofmptlha lons l\llver%at\hso lcon ue el a 'tr: t(;ren Cal\ll"
ing laws. The scaling effect due to the nuclei can be demonstra?gaon numbers for the smafl and he large scale wi € smailer
by comparing the deduced inception number WitlC p,i,. The

results in Table 2 show that cavitation inception scaling deviates

more from —Cpy,, when the reference inception criterion be- Small Scale C.=0.144 V =10m/s g=3.0
comes less stringenthigher reference pressure amplitude and R,=1-10 micron  Total humber = 142
larger number of peaksFurthermore, the predicted value pfis %0
closer to the classical valug/=0.4), as the reference inception L
criterion becomes less stringent. This agrees with many experi-
g
o I
Table 2 Cavitation inception numbers obtained from the nu- g 26k
merical study using various criteria, and power law fit deduced 7
from these results [ 3
o
Numerical computed § [
values foro; RZ curve fit 2
Q
Square of < |
Small Medium Large correlation 0
scale scale scale y coefficient
—CPrin 3.34 4.34 548  0.357 0.999 i
10 peaks/s 3.28 4.33 5.47 0.369 0.998 — T T ST EE S S E— |
over 10 Pa ) 0.05 T 0.1 0.15 02
50 peaks/s  3.12 4.28 544  0.401 0.994 ime (sec)
over 40 Pa . L
Fig. 15 The acoustic signals for the small scale at 0=3.0 us-
ing the smaller nuclei size range  (1-10 um)
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Small Scale R0 =1-10 micron 4 Conclusions

Acquisition Time = 0.2 second The study of the behavior of a realistic distribution of nuclei in
9 o B — the tip vortex flow field of a NACA16020 foil at three scales has
50 enabled observation of several effects:
§40 O Nuclei Released : 1. Comparison of the size of the bubble capture area or “win-
2" . | @ Nuclei Cavitating| dow of opportunity” at the various scales shows that the larger
2.0 {e; scale results in more cavitation events by allowing more nuclei
2 % per unit time to be captured by the tip vortex;
'S 20 1{ 2. the numerical results show that different criteria for defining
3 ' the cavitation inception can lead to a different cavitation inception
E10 | |& 3 numbers as well as different scaling laws. By comparing the pre-
= a8 H_ . l ‘ dicted cavitation inception number with Cp,,,, we found that
By ' i T = scaling effects(i.e., deviation from—Cp,;,) due to nuclei in-
1 2 3 4 6 8 10 crease as the reference inception criteria become less stringent
Nucleus Size (micron) (higher reference pressure amplitude and larger number of peaks
) ) 3. the predicted value of in the power formula ¢;*R?) is
Fig. 16  The number of nuclei released and the number of nu- closer to the classical valug/=0.4), as the reference inception
clei cavitating versus nuclei size obtained for the 1-10 pmm

criterion becomes less stringent;

4. the range of nuclei sizes was shown to have an important
effect on the prediction of cavitation inception. Differences be-
tween predicted cavitation inception number an@ p,,,;, increase

small nuclei size distribution at  ¢=3.0

407 - - . as nuclei sizegor void fractiong decrease. This implies that scal-
a5 |—+—Small Scale > 10 pa . ing effects due to nuclei size distribution are stronger when the
| == smellocale 40P | water contains only small nucléor for low void fraction.

° | —»— Large Scale > 10 pa
g 890: |—®—Large Scale > 40 pa
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Fundamental Analysis of the

Secondary Flows and Jet-Wake in

a Torque Converter Pump—~Part I:

Model and Flow in a Rotating
rrack | Passage

Mechanical and Aerospace Engineering,

University of Virginia, Previously, experimental results for the velocity field in a torque converter pump showed
Charlottesville, VA 22903-2442 strong jet/wake characteristics including backflows and circulatory secondary flows. To
e-mail: rdf@virginia.edu understand the fundamental flow behavior simplified analytical/numerical Navier-Stokes
flow models were developed herein to independently analyze the pump pressure-to-suction
K. Brun s_ide jet/_wake flow, the core-to-shell side jet/wake flow, and tht_a secono!e_lry flows. Paramet-
= 2 ric studies were undertaken to evaluate the effect that operating conditions and geometry
Southwest Research Institute, had on the characteristics. Two relatively simple models were employed: (i) a rotating
San Antonio, TX 78238 two-dimensional straight-walled duct to model the pressure-to-suction side jet/wake flow
e-mail: klaus.brun@swri.org due to rotational Coriolis forces and (ii) a 180 deg flow bend to model the core-to-shell

side jet/wake flow due to rapid radial/axial flow turning. The formation and development
of the pump jet/wake flow was studied in detail. Results showed that the suction side wake,
which was due to the counter-rotational tangential Coriolis force, was almost only a
function of the modified Rossby number and independent of the Reynolds number. Increas-
ing the modified Rossby number increased the pressure-to-suction side jet/wake flow. A
geometric parameter that was seen to affect the pump flow was the backsweeping angle
for the pressure-to-suction side jet/wake. Results showed that using backswept blades can
completely eliminate the pressure-to-suction side jet/wake flow effect. Other geometrical
parameters were tested but only a small to moderate influence on the jet/wake flow
phenomena was found. Predicted trends compared favorably with experimental results.
[DOI: 10.1115/1.1852485

Introduction sure flows in a large-scale industrial water torque converter and
Torgue converters are an important part of automatic transmPS-ed a spark tracer method in an air torque converter. Hot film
anemometry was utilized by Browarz[R] to examine the flow

sions in automobiles and other vehicles. The smooth transmiss#lcl)r}ails of the periodic pump-turbine interaction at the inlet and
of torque between the engine and the wheels is provided aj d P pump

P ' . : utlet of a pump and turbine of a torque converter. Flow visual-
torque amplification at low speeds is accomplished with the dlgzation and laser velocimetry was used by Watanabe ¢8hto

vice. A pump, a turbine, and a stator all are a part of a torqu(?udy the flow in stator passages for different vane thicknesses.

converter. The working fluid in the closed system is light oil. Th hev found that the flow was nonuniform and separated regions
pump, which in many ways acts as a centrifugal pump energizes y o parat 9
the fluid, while the turbine extracts energy from the fluid. Idealwvere present regardless of the test conditions. Vane thickness was

S - - - h und to affect the flow fields.
&nelgf;tjoernce free flow into the pump inlet blades is provided b Ejiri and Kubo[4] investigated the hydraulic performance of a
The design of a torque converter is quite complex due tolgrque converter using a five-hole Pitot tube. Results indicated

number of conditions. First, the torque converter should exhit}n[.a.t the pump s a major source of I_oss _at t_he most frequently
utilized speed ratio range. Flow visualization and a three-

high efficiencies over a range of operating conditions. Unfortu. . . > .
- . ! dimensional flow analysis was used to investigate the cause of the
nately, over the typical operating range, the flow field chang Ssses in the pum

drastically; for example, incidence flow angles to all of the com- pump. .
: . . Average static pressures on the blades of a 230 mm diameter
ponent blades change drastically. Second, the flow is turned in the
) 9T - . Qrque converter stator and pump were measured by By and Lak-

passages in two directions. The flow is also turned in the tran

verse direction in both the pump and turbine, usually in a sh sfpmmarayanzﬁS]. The static pressure dlstr_lbut|on was ShOW'ﬁ to
; ) - ... be generally poor at the blade core section and that centrifugal
distance; namely, flow enters these components in the axial direc- h - S

rce has a dominant effect on the static pressure rise in the pump.

' 9 P ) atic pressure distribution at the blade midspan, but not at the

torque converter pump is, therefore, a complex mixed-flow varieQ . . ; ! X .
re and shell sections. A three-dimensional, incompressible, vis-

of hydraulic turbomachine with a variety of forces acting on th ous Navier-Stokes code was developed by By di6ako predict

fluid particles. the flow field of this torque converter pump. Pump rotation had an
Fister and Adriarj1] used the laser-two-focus method to Me3tfect on the secondary flow field. Pressures at the inlet and exit of

Commibuted by the Fluids Engineering Division | bicat bed the torque converter stator were measured by Marathe €T]al.
ontributed by the Fluids Engineering Division for publication on NAL ; . ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionusmg a fast response five-hole probe and embedded transducers in
September 11, 2003; revised manuscript received September 7, 2004. Review ém stator vanes. Large secondary flows were observed at the sta-

ducted by: J. Lee. tor exit. Also, the separated flow near the stator shell side was
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pressure-shell corner of the passage. However, a very large sepa-

W ration region is observed in the suction-core corner. Although
27 some success has been demonstrated in prediction such flows, an
ot explanation for the development and variations from section to
341 section has not yet been postulated.

:;f For this paper a CFD analysis was performed in which the
2.55 different driving mechanisms were separated to provide a better
22 understanding of the complex nature of the secondary flows and
1.69 separated regions. In particular, the Coriolis and centrifugal forces
. were independently varied to ascertain the relative importance of
083 such terms. Furthermore, a number of other parameters were var-
0.55 ied to determine their importance, including, blade angles, number

oz of blades, passage length, and radius. Previous to this study the

different mechanisms had not been separated to ascertain the mag-
nitude and significance of the different effects on the jet-wake and
secondary flows.

Suction Modeling

Description of jet/wake flow development was given by Dean
and Senod17], Eckardt[18], and Johnson and Mooifd 9] for
centrifugal impellers and is applicable to a torque converter pump:
(1) Coriolis forces in the counter-rotational tangential direction
enhance boundary layer growth on the suction side of the blade
passage and suppress boundary layer growth on the pressure side.
Fig. 1 Midplane through flow velocities, SR~ =0.800 (2) Flow at the passage coftkub) side separates because of rapid
radial/axial flow turning(3) The expanded suction side boundary
layer and the core side separation shift higher kinetic energy fluid

observed. Predictions from a Navier-Stokes code and the presé?ygard the pressure/shell sides to form a jé. A large wake

measurements were in good agreement. The five hole probe w%éniovthggghe suction side boundary layer and core side separa-

) : : 1
used by Dong et al8] to investigate the unsteady flow fields at The location of the jet and wake are primarily a function of the
relative influence of the rotation and turning on the fluid flow.

the turbine and pump exits of a larg@45 mm diametertorque.
Jet, wake, secondary flows, and mixing regions were IOlem'f'edThis influence is typically expressed as a function of the Rossby
Jwmber

Core

Bahr et al.[9] employed a complet@pump/turbine/statgr230
mm diameter torque converter that was designed for optical
cess and a laser velocimeter to obtain detailed velocity profiles in inertial Force (pV3)Ir V
five planes in the stator. The flow was cavitation and air free. 0= coriolis Force ooV or’ 1)
Gruver et al[10] used the same experimental facility to measure
velocities in three planes in the torque converter pump for twwherer is the radius of curvature of the pump blade passage.
turbine/pump speed ratios. In general the flow was measured toAjthough the force vectors between inertial and Coriolis force are
relatively uniform from pressure surface to suction surface at tlaé a 90 deg angle, usage of the Rossby number allows for a gen-
pump inlet. From shell surface to core surface the flow again wagalized analysis of their relative influence on the flow field in the
measured to be relatively uniform at the inlet except near the coretating frame as both forces have a direct influence on the devel-
Brun and Flack[11] measured velocities in four planes in theopment of boundary layer growth jet/wake flow. For example, for
torque converter turbine and data was complimented by additioh@ Rossby number impeller flow®o<1) the rotational Coriolis
stator data by Ainley and Fladk2]. Whitehead 13], Yermakov force (in the counter-rotational tangential directjodominates
[14], and Claude[15] used a series of largé245 mm diameter and, thus, the suction side boundary layer growth contributes
torque converter to study the average and unsteady flows in there to the wake flow than the core separation. The jet and wake
pump, turbine and stator for three speed ratios. Schweitzer andl be located directly at the pressure and suction sides, respec-
Gandhanj16] successfully modeled the characteristics of the floively. On the other hand, for very high Rossby numbi@e>1)
using a full three-dimensiondBD) CFD solution for the larger the core side separation due to rapid radial/axial flow turning
converter, but did not identify the fundamental dependence of tdeminates and the jet and wake will be located directly at the shell
flow field on geometric parameters. For all of the earlier effor@nd core(hub) sides, respectively. For the efforts here Rossby
strong secondary flows and large jet and separated regions wewgbers are relatively close to unitgimilar influence of curva-
identified for a variety of operating conditions in particularly théure and rotatiopand, thus, the jet and wake should be located at
pump and stator. the pressure/shell corner and suction/core corner, respectively.

This is confirmed by experimental observations in Gruver et al.

Motivations and Objectives of the Current Research. [10].

Great strides have been made over the past few years in CFHence, the development of the jet/wake flow can be modeled to
predictions and experimental data, but the analyses as appliedoprimarily a function of two separate and independent flow phe-
the torque converter has not yet been applied providing fundaesmenasi) Suction side separation due to the rotational Coriolis
mental insights into the complex flow behavior. Although théorce and(ii) core side separation due to the rapid radial/axial
torque converter is one of the most complex turbomachines, thew turning (see Fig. 2. Each of these simple flow phenomena
fundamental fluid dynamic aspects of the machine have not @an be solved individually using a two-dimensiofi2D) viscous
ceived due attention. The current fundamental understandingfloiw solver. Consequently, a commercially available flow solver
the internal flow fields of torque converters over a range of geomras employed to simulai@) flow in a 2D rotating straight-walled
etries and conditions is inadequate. duct to study the suction side separation—part 1 of this paper and

For example, in Fig. 1 the pump midplane through flow velocidi) flow in a stationary 180 deg bend to study the
ties at a turbine/pump speed ratio of 0.800 are presented fr@areseparation—part Il of this paper. The geometries of the
Gruver et al[10]. As can be seen, a large velocity is present in th&traight-walled duct and the 180 deg bend are shown in Fig. 3 and
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Fig. 4 Finite element mesh

the geometry used by Gruver et f10] is used as the nominal \,,,ye/s finer meshes with 4028062 nodes and 6662(2738
geometry. This simplified model is not intended to predict the ﬂOWodes elements, respectively, were also used to test for a mesh

field at high accuracy. Superposition of the two solutions will ng : : . : )
accurately predict the total flow field. As noted earlier, Schweitz‘%ependence in the solution. The finer mesh yielded the same so

r..
2 tions and, hence, the coarse mesh was used for all subsequent
and Gandhanl6] successfully modeled the characteristics of thgtudies. Also, for the stationary 180 deg bend flow, axis-symmgtry

flow using a full 3D CFD solution for a larger torque converterabout the shaft centerline was assumed.

Rather, the solution of the two different geometries and thus divi- Based on the measurements from Gruver e{#] and to

sion of the contributions of the separate force components allows; i the fundamentality of the studies, the boundary condi-
for an improved fundamental understanding of the individual MNons that were applied on the inlet and exit nodes were a uniform

fluences of the forces on the resulting flow field, whichnist . h e .
. . . ' inlet throughflow profile(vorticity free) and a constant exit pres-
possible with a full 3D solution because all of the forces argure’ respectively. Inlet velocities were based on the plane-

present. Separation of the two solutions allows for trend Stumgfﬁsleraged experimental values. Also, the constant pressure bound-

to, for ex_ample, ident_ify the independent relative contributions %ry condition was applied sufficiently far downstream from the
flow turning and rotation on the resulting secondary flows. A nun&-
it

ber of other trend studies are possible that are not possible w :J?g]crzl exit plane so that it did not affect the pump flow field
full 3D solution. y.

A numerical approach is required to obtain solutions for the The total accuracy of a CFD solution is difficult to determine
pp q WBecause of the nonlinear nature of the governing equations, the

flow models(rotating straight-walled duct and 180 deg Stationa%rbulence model assumptions, and the application of the law of

Ei)grr:d F‘?g\f\/‘g:g:ﬂn F;é]l'e;' c'i)%r;heerc\il\gl)lrk gf;gﬁgd fmitteh'zlgr'rs]zlre]??rie wall. In general a CFD solver’s accuracy is assessed by bench-
. y ! 'marking numerical solutions with experimental results. The CFD

full Navier-Stokes equation solver was employed. A two equatig : : )
K-e model is used to determine the turbulent flow eddy viscosi{fbde employed for the subject study was compared to experimen

« w : Al data from the public domain for a wide range of applications
and the “Law of the Wall” is enforced to obtain the turbulentand numerical solution were found to be consistently within 5% of
boundary layer flow profile. The nonlinear advection terms al

. . . . perimental datdFlowplus [20]). Within the total accuracy of
giﬁ:ﬁgkg[sz'q% a monotone streamline upwind mettRite and the CFD solution the numerical uncertainty is generally small if

An unstructured finite element mesh with uniform triangul {he solution is properly converged and an adequate mesh density

: s_employed. To limit this numerical uncertainty the following
elements was used. For the straight-walled duct flow 600 no ) : .
with 1096 triangular elements and for the 180 deg bend 556 no 3ps were performed: The progress of the solution was monitored

. ; observing the norm of the equation residuals; when the residual
with 2008 triangular elements were employédg. 4. For both norm of the equation was below 168, the solution was consid-

ered converged. For each numerical solution the inlet/exit mass
balance was checked and the solution was rejected if the balance
difference exceeded 0.1%. To test for mesh dependence of the
solution a model with a finer mesh of about four times the number
of elements was tested. The finer mesh yielded the same solutions
and, hence, the coarse mesh was employed for all subsequent
studies.

Relevant  Non-Dimensional  Parameters. Dimensional
analysis shows that there are two force parameters and three geo-
metrical parameters that are directly relevant for the jet/wake phe-
nomenon in the pump. These parameters can be divided into non-
dimensional force parameters, based on viscous, inertial,
centrifugal, and Coriolis forces, and nondimensional length scales,
based on the geometry of the pump. Table 1 shows the relevant
non-dimensional parameters for the two simplified flggtsaight-
walled rotating duct and 180 deg stationary bem¢hich are nec-
essary to model the jet/wake phenomena.

In Table 1V; is the pump inlet velocityin the radial direction
Fig. 3 Model dimensions for the straight-walled duct and in the axial direction for the 180
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Table 1 Jet/wake nondimensional parameters 40
RotatingDuct 180° Stationary Bend as
Force Pa ters ) Mid Plane (Computational)
R lds N . = R 1 - z D MidPlane Expe‘:imental)
eynolds Number = Reynolds Number = 2 10 Exit Plane {Computational)
pViR/pn pViR/u s O  Exit Plane (Experimental)
Modified Rossby Number z
= o)R/ZVi z 25
Geometric Parameters §°
L/R L/R £ 20
L/R L/R § .
R WR = 2/R T S
2 10

deg bend r is the radius of curvature of the pump blade-passa¢
centerline R is the mean radius between pump inlet and the she
centerline (radius of rotatioh, L; is the inlet length,L, is the
outlet length, andh is the passage length. One should note that fc 00 | X O e
the rotating duct flow both the Reynolds number and the modifie 0 20 40 60 80 100
Rossby number, Rg, appear, while for the 180 deg bend flow % Pressure-lo-Suction Side Position

only the Reynolds number is present. Also, the modified Rossby

number @R/2V;) is in actuality the ratio of centrifugal force/ Fig. 6 Mid- and exit plane velocity profiles, SR =0.80
coriolis force.

Flow in a Straight-Walled Rotating Section The torque converter pump geometry at the 0.065 and 0.800

Pressure-to-Suction Side Separation and JadNake Flow speed ratio operating conditio_ns was analyzed but onIy_ result_s for
Due To Coriolis Force. The jetwake phenomenon in theSR=0.800 are presented. Figure 6 shows the nondimensional
suction-to-pressure side direction of the torque converter pumpthgoughflow profiles(nondimensionalized by the plane-averaged
primarily driven by boundary layer growth due to rotational Cothroughflow velocity,V,,9 at the mid and exit planes for the
riolis force. The Coriolis force per volum&,, on a moving fluid 0-800 speed ratio case wf=1100rpm=115.19rad/s, V;

in a rotating frame is given by =1.442m/s, RR=2.661, Re=5055. A strong jet with peak ve-
locities of ~3.5 (in the exit plang is located directly at the pres-
Fc=2pwV, (2) sure side and a wake region with reversed flow velocities of

whereF ¢ acts in the counter-rotational tangential direction. Herg —0-1 is located on the suction side. The numerically predicted
V is the outward radial velocity component aads the rotation Jjet/wake effect is seen to be significantly stronger in the exit plane

of the reference framgéhe pump in this caseEquation(2) shows than in the midplane. As a comparison, the experimental through-
that, sinceF  is a function ofV, for a nonuniform radial velocity floW Profiles (nondimensionalized and core-to-shell averaded
profile (3V/30+0) the Coriolis force tends to amplify the non-the earlier measurement conditions are also included on the plot.
uniformity of the flow ()F</d6+0). On the other hand if the The computational flow solver underpredicts the jet/wake flow in
radial flow is perfectly uniform ¢V/96=0) then the Coriolis the mid plane and overpredicts it in the exit plane. The wake area
force will act uniformly on all the fluid at a fixed radial distance/" thiS case is larger than for the 0.065 speed ratio case.
(9F</36=0). Consequently, the more nonuniform the flow en- To quantitatively evaluate the influence of the jet/wake phe-
ters a rotating element, the stronger will be the jet/wake effect dﬂgmenon on the pump flow field a number of relevant jet'wake
to the Coriolis force. ow parameters were cglculated from the computational rotating
As the flow enters the torque converter pump, boundary |ay§Va|ght-walled duct(radial passageresults. For examp_le, the
flow develops on both the pressure and suction sidewalls. On f{gke area was calculated as a percentage of the entire passage
pressure side the Coriolis force tends to suppress boundary |E§§iss-sectlonal area. The wake area is defined as the area in which

growth by forcing tangential secondary flow towards the pressufe throughflow velocity is below the average passage through-
low velocity. Finally, the normal component of the average flow

side wall (Fig. 5), while on the suction side the Coriolis force L Y .
tends to increase the boundary layer growth by forcing tangentgiticity, &, which is necessary for a secondary flow analysis

secondary flow away from the suction sidewall Hence, a wak¥2S determined from the results as follows:
forms on the suction side and a jet forms on the pressure side. To 1 1 dv  ou
x| [onan 3 [ ]

ax ay dA, ()

quantify this pump pressure-to-suction side jet/wake flow phe-
nomenon, the viscous flow solver was employed to obtain numeri-
cal solution for the simple rotating straight-walled duct flonwhereV is the total velocity vectorA is the plane area perpen-
model. dicular to the normal direction, andandv are the local Cartesian
velocity components in the rotating frame. The average vorticity

expression can be discretized as follows:

_ 1 Vi+17 Ui Uj+17Y;
fn__KEE (Xi+1_xi Yi+17Yj T i),
Suction (4)

Side wherex andy are the local Cartesian directions. The expression
was evaluated by integrating the velocity results across two adja-
cent computational planes.

Corilis Poree

Carinlis Paree

Pressure
Side

Throughlow Throughflow

Profile Profile

Parametric Study of Nondimensional Force Parameters.
Computational parametric studies are performed to evaluate the
Fig. 5 Pressure and suction side coriolis forces relative influence of the nondimensional quantities on the torque
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converter pump pressure-to-suction side jet/wake flow from tfp@city is seen to increase from1.7 to ~4.3 as the modified
simplified rotating straight-walled duct flow model. Of particulaiRossby number increases from 0.5 to 4.0. Experimental results are
interest is the effect on the flow field of varying the nondimenseen to agree within 25% with the computational predictions.
sional force parameters: the Reynolds number and the modifigghilarly, Fig. 9 presents the exit plane wake area. The wake area
Rossby number. To vary these two parameters independently, ogl\seen to increase fromy41% to ~63% of the entire passage
the rotational speedy,, (for Roy) and the working fluid’s Vvis- flow area. Again, experimental results are seen to agree within
cosity, u, (for Re) are changed. . 18% to the predictions.

During an actual automotive torque converter operation theserinally, the normal component of the flow vorticity versus
two nondimensional parameters are in a constant state of figtpdified Rossby number is presented in Fig. 10. Insufficient ex-
namely, as the speed ratio and the input sfpachp speedof the  perimental data was available to calculate the normal vorticity
torque converter changes, the modified Rossby number and ponent. The normal vorticity component fron87 to —112
Reynolds number will also change significantly. Hence, the infl—1 a5 the modified Rossby number is increased from 0.5 to 4.0.
ence of these two quantities over a range of realistic operatingHence, the pressure-to-suction side jet/wake flow is seen to
conditions is discussed. significantly increase with an increasing modified Rossby number.
This is explained by the streamwise pressure gradient, which is

Modified Rossby Number. The modified Rossby number, ; . -
y y caused by the radial centrifugal force, also becoming more unfa-

Ra,, given b iy S
Om> 9 y vorable when the modified Rossby number is increased. The suc-
wR tion side wake and flow separation is, thus, enhanced by the rising
Rom:Z—Vi () unfavorable pressure gradient. Interestingly, this observation indi-

and is a measure of the relative influence of the centrifugal force
(in the outward radial directionversus the Coriolis forcén the
counter-rotational tangential directipiAs such, a strong correla-  gs
tion between the modified Rossby number and the rotatir 1
straight-walled flow passage jet/wake parameters is expected. -
evaluate this correlation, the modified Rossby number was vari g0 [
between 0.5 and 4.Ghis corresponds approximately to a pumg [
rotational speed range from 140 to 1200 rpm for the 0.800 spe -
ratio) while the Reynolds number (ReV,R/u) was fixed. This 55 |
study was repeated for Reynolds numbers ranging from 1000€
12,000. The geometry used for all parametric studies was te [
torque converter pump wittR=0.0661 m, h=0.04061m, L, g 50
=0.0155m,L,=0.02496, and =0.0203 m. [
Figure 7 shows predicted exit plane non-dimensional throug®
flow profiles as a function of the modified Rossby number at > 45 }-
Reynolds number of 3000. The trends indicate an increasil [
pressure-to-suction side jet/wake flow with an increasing modifie [
Rossby number. To quantify this observation, the exit plane je 40 |-
wake parameters such as peak jet velocity, wake area, and nor [
vorticity component are plotted as a function of modified Rossk

re;

e

QO  Expefrimentai Dala
& X

Pradir:
F

number in Figs. 8—10. Also, experimental results for these paral 3§ Mot b e L L
eters are included on these plots for the limited number of expe 05 10 1.5 20 25 3.0 35 4.0
mental conditions tested. Modified Rossby Number

Figure 8 shows the nondimensionalized peak jet velocity versus
the modified Rossby number. The nondimensionalized peak ve- Fig. 9 Exit wake area
70 / Vol. 127, JANUARY 2005 Transactions of the ASME
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Fig. 10 Exit normal vorticity
strongly dependent on the backsweeping angle torque converter
pumps are similar in geometry to a conventional centrifugal im-
peller in this respect.
To evaluate the influence of the backsweeping angle on the

cates that the centrifugal force has a stronger magnifying inflfMpP Pressure-to-suction side jet/wake flow, parametric studies

ence on the pressure-to-suction side jet/wake flow than the rof4gre performed on the rotating straight-walled duct model for a
tional Coriolis force. range of backsweeping angles from 0 deg to 40 deg and modified

Rossby numbers from 0.5 to 4.0. Both log-spiral blades and
Reynolds Number. The influence of the Reynolds number orstraight backswept blades were testéte actual torque convert-

the pump pressure-to-suction si@fetating straight-walled dugt er’s exit blades are assembled with an almost straight backsweep-
jet/wake flow was studied by fixing the modified Rossby numbeéng anglg. Results for this study follow.
and varying the Reynolds number from 1000 to 12,000. A very Figure 11 shows nondimensionalized pump exit throughflow
weak correlation between the Reynolds number and the pressurefiles at a modified Rossby number of 2.5 for straight back-
to-suction side jet/wake phenomenon was observed. For examjslegeping angles of 0 deg, 10 deg, 20 deg, 30 deg, and 40 deg. A
the exit plane peak jet velocity was seen to vary by only 2% ovérg-spiral 20 deg backswept case is also shdileg-spiral and
the entire Reynolds number ran¢g a modified Rossby number straight angled results are nearly identicalhe jet/wake flow
of 3.0). Similarly, the wake area for the same case varied by onbehavior is seen to decrease with increasing backsweeping angle;
1.5% for different Reynolds numbers. These observation wenamely, the flow field becomes more uniform for higher back-
confirmed for all earlier described jet/wake parameters over tBweeping angles. At the backsweeping angle of 30 deg the flow
entire range of Reynolds and modified Rossby numbers. Hentig|d is seen to be the most uniform. Beyond that angle, at 40 deg
the influence of the Reynolds number on the rotating straightacksweeping angle, the flow field is seen to develop a jet on the
walled duct jet/wake flow and, thus, the torque converter punggiction side and a wake on the pressure side.
suction side wake, is minimal and the effect can be ignored in theThe exit plane jet peak velocities and wake areas are presented
analysis. Experimental results showed a similar flow behavicts a series of curves for the range of backsweeping angles and
namely, even though the wake area at the pump core side was s@@dlified Rossby numbers in Figs. 12 and 13. Again, a decreasing
to increase with Reynolds number, the suction side separation was
not affected by changing the Reynolds number. Thus, the
pressure-to-suction side jet/wake flow in the torque convert $?°
pump is primarily a function of the modified Rossby number an
not significantly affected by the Reynolds number; the Reynolc 48
number can be neglected in the pressure-to-suction side jet/wi
parametric studies.

Parametric Study of Geometry. Computational (rotating
straight-walled dugtparametric flow studies were performed tc
analyze the influence of changing the torque converter pump @ 3¢
ometry on the pressure-to-suction side jet/wake flow. The pur3
passage lengtty, blade backsweeping anglg, and number of § 5|
blades, were varied and the jet/wake parameters were determig
from the rotating straight-walled duct model for a range of mod2 ,4 |
fied Rossby numbers from 0.5 to 4.0. Results of these parame

aximum Velocity

studies are discussed later. b
Backsweeping Angle. In most modern centrifugal impellers t . . . 1 . , ,
. . TS S TP S T T SN S
the blades are backswept to achieve a more uniform meridior % 0 s 20 25 20 35 0
flow field and, thus, less flow slippage and a higher efficiency, b Modified Rossby Number

with a decreased total pressure head. A§B#]| stated that the
viscous jet/wake flow phenomenon in a centrifugal impeller is Fig. 12 Nondimensional jet velocities—five angles
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Fig. 13 Exit wake area—five angles Fig. 14 Nondimensional jet velocities—five solidities

gth was varied from 0.02 to 0.10 m and jet/wake parameters

. . . . . |
jetiwake effect is observed for increasing backsweeping anglesv\ﬁ;gre obtained for modified Rossby numbers from 0.5 to 4.0. Re-

to an ideal angle(_dependent on the modified Rosshy number lts for this parametric study are presented
beyond Wh-lgh th’iljet/mf/ake fIO\n/ Etar&s reappearing |On thhe o_pi)lo K igure 16 shows that the pump exit plane jet peak velocity and
Phenomenon 1s Seen 1o increase with the modified Rossby nLuS: the Jetiiake phenomenon increases with greater passage
ber, while for large backsweeping angles the jet/wake pheno ngth. This is explained by the fact that for a fixed inlet velocity
enon decreases with .the modified Rossby nu.mber; consequeﬁﬂ ; tr;eelfcl’g%a;er? dpt?fésagjwt:feteérf}fge?:?tlha;scr%ré?gstifr%getoacdt:vggger
for large backsweeping angles the tangential blade curvat ] p-

(backsweeping dominates over the rotational Coriolis force orP!Milar results are seen when observing the wake area relations in
the fluid rhg. 17; namely, an increasing wake is seen for an increasing

passage length. For example, the exit plane wake area gt Ro
Radius of Rotation. The effect on the pressure-to-suction=3.0 forh=0.02 m is 55%, while the wake area fo=0.10 m is

side jet/wake flow of changing the radius from the inlet plane t64%. Adler[22] and Moore[23] obtained similar results experi-
the center of rotatioripump shaft, R, was studied using the ro- mentally for a conventional radial impeller.
tating straight-walled duct model. The radius was varied from
0.05 to 0.10 m. No noticeable influence on the nondimensiongonclusions
ized flow profiles was observed when the radius was changed . . P
while the modified Rossby number and the Reynolds number I'Ne complex three-dimensional velocity field inside the auto-

were held constant. Since the radius was used to nondimensiomaplive forque converter was previously experimentally deter-

ize the geometry, changing the radius only affects the overall sigén€d using laser velocimetry. Results showed strong jet/wake
of the rotating straight-walled du¢when Re and Rgare fixed ~ncluding backflows and circulatory secondary flows in the pump.
and, thus, does not affect the nondimensional output paramet@?smcmar'y interesting was the sign change in rotation as the flow

(the dimensional output parameters, such as maximum and mihversed from the midplane to the exit plane. For this paper to
mum throughflow velocity, were affected understand the fundamental flow behavior simplified analytical/

numerical flow models, based on two-dimensional Navier-Stokes

Inlet and Outlet Areas. Changing the inlet and outlet
(lengthg areas, while keeping the ar@angth ratio, L; /L, con-
stant, is similar to changing the number of blades in a centrifug~'es.o
impeller/pump. A study was performed in which the inlet area we
varied, the area ratio was fixed, and the modified Rossby numt
was varied over a range from 0.5 to 4.0. Tested inlet lengtl 600
ranged from 0.005 to 0.030 m with /L,=0.621. This inlet area
range corresponded to changing the number of blades from i
proximately 83 to 14the pump has 27 blades

Figures 14 and 15 show some of the pressure-to-suction sg
jet/'wake parameter results for this study. The jet/wake effect g so0
seen to significantly decrease with increasing number of blacg
(or decreasing inlet argaFor example, the nondimensional jet§
peak velocity at Rg=4.0 for 14 blades I(;=0.005m) is 4.7, 4.0
while it is only 3.5 for 83 bladesL(;=0.030 m). Hence, narrower
blade passages increase the fluid guidance and, thus, supp
flow separation and wake formation. This trend is consistent wi
experimental observations in radial impellers by Adi22] and

55.0 |-

Moore[23]. 350 | [N 1. U SPEPEE SR
) 05 10 1.5 20 25 3.0 35 4.0
Passage Length. The effect of changing the passage lengtt Modified Rossby Number
h, on the pressure-to-suction side jet/wake flow was evaluated
from the 2D rotating straight-walled duct model. The passage Fig. 15 Exit wake areas—five solidities
72 | Vol. 127, JANUARY 2005 Transactions of the ASME
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papers is not to accurately predict the total flow field by superim-
posing the two results. Other authors have used full 3D models
have been used to predict the total flow fields but using such
models does not allow for the separation of different forces so that
the fundamentals can be understood.

Results from the model showed that the suction side wake,
which was due to the counter-rotational tangential Coriolis force,
was almost only a function of the modified Rossby num-
ber (Rg,=wR/2V;) and independent of the Reynolds number
(Re=pV,R/u). Increasing the modified Rossby number by, for ex-
ample, increasing the pump rotational speed, increased the
pressure-to-suction side jet/wake flow.

The most significant geometric parameter that was seen to af-
fect the pump flow was the backsweeping angle for the pressure-
3 to-suction side jet/wake. For example, results showed that using-

Normalized Jet Maximum Velocity

15k backswept blades can eliminate the pressure-to-suction side jet/
i . g wake flow effect, giving a very uniform pump exit throughflow
"°05 1.0 15 20 25 20 35 40 profile. Other geometrical parameters such as the radius of rota-
Modified Rossby Number tion (inlet to centerling and the passage inlet/outlet areas were
also tested, but only a small to moderate influence on the jet/wake
Fig. 16 Nondimensional jet velocities—five lengths flow phenomena was found.
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Fundamental Analysis of the
Secondary Flows and Jet-Wake in
a Torque Converter Pump—~Part
II: Flow in a Curved Stationary
Passage and Combined Flows

Previously, experimental results for the velocity field in a torque converter pump showed
strong jet/wake characteristics including backflows and circulatory secondary flows.

R. Flack Navier-Stokes flow models were developed herein to independently analyze the pump
Mechanical and Aerospace Engineering, pressure-to-suction side jet/wake flow, the core-to-shell side jet/wake flow, and the sec-
University of Virginia, ondary flows. Two relatively simple models were employed: (i) a rotating two-dimensional
Charlottesville, VA 22903-2442 straight-walled duct and (ii) a 180 deg flow bend. Parametric studies were undertaken to
e-mail; rdf@virginia.edu evaluate the effect that operating conditions and geometry had on the characteristics.
Results from the model showed that the core side wake, which was due to flow separation
K. Brun caused by rapid radial flow turning, was primarily a function of the Reynolds number;
Southwest Research Institute, increasing the Reynolds number increased the core-to-shell side jet/wake flow. The pas-
San Antonio, TX 78238 sage length (or curvature) strongly affected the core-to-shell jet/wake. Using the modified
e-mail; klaus.brun@swri.org equations for the generation of streamwise vorticity and the results from the two-

dimensional jet/wake model for the normal and binormal vorticity components, trends for
the secondary flows in the torque converter pump were predicted. Predicted secondary
flows in the torque converter pump circulated in the counterclockwise direction (positive
streamwise vorticity) in the pump midplane and in the clockwise direction (negative
streamwise vorticity) in the pump exit plane. These trends agreed with experimental
observations. Both the Reynolds number and the modified Rossby number were seen to
have a significant influence on the streamwise vorticity and, thus, on the magnitude of the
secondary flow velocities. The pump midplane counter-clockwise secondary flow circula-
tion was primarily caused by the interaction of the pressure-to-suction side jet/wake
nonuniform flow (and the associated normal vorticity component) with the high radial/
axial flow turning angle the flow underwent while passing through blade passage. Simi-
larly, the pump exit plane clockwise secondary flow circulation was caused by the core-
to-shell side jet/wake nonuniform flow (and the associated binormal vorticity component)
being rotated about a fixed centerline (pump shaft). Thus, the pump streamwise vorticity,
which was responsible for the generation circulatory secondary flows, was directly related
to the pump jet/wake phenomen&Ol: 10.1115/1.1852486

Introduction tally determined the secondary flows in mixed-flow centrifugal
impellers. Johnson and Moor&] determined secondary flow

Torque converters are an important part of automatic transmis-. . . . - ;
ixing losses in a centrifugal impeller from pressure probes in-

. - om
sions. The §m00th_transm|SS|on of torqug. bet_ween the engine %?zﬁled in the rotating impeller.
the whegls is prgwded and .torque amplification at low Speeds,'SFor example, in Fig. 1 the pump mid- and exit plane secondary
accomplished with the device. The torque converter pump {R|qcities at a speed ratio of 0.800 are presented at a turbine/pump
many ways acts as a centrifugal pump. ~ speed ratio of 0.800 from Gruver et f5]. As can be seen, at the
In part | of this paper the background literature was reviewegigplane the flow is counterclockwise, whereas at the exit plane
and the basic approach was outlined. Although the torque cqfig flow is clockwise. Although some success has been demon-
verter is one of the most complex turbomachines, the fundamendglated in prediction such flows, an explanation has not yet been
fluid dynamic aspects of the machine have not received due attg@stulated for the reversal in rotation.
tion. The current fundamental understanding of the internal flow For this paper a CFD analysis was performed in which the
fields of torque converters over a range of geometries and congifferent driving mechanisms were separated to provide a better
tions is inadequate. understanding of the complex nature of the secondary flows and
Krain [1], Moore and Moor¢2], Eckard{ 3], Howard and Len- separated regions. In particular, the Coriolis and centrifugal forces
nemann 4], Gruver et al[5], and Brun and Flack6] experimen- were independently varied to ascertain the relative importance of
such terms. Furthermore, a number of other parameters were var-
ied to determine their importance, including, blade angles, number
of blades, passage length, and radius. Previous to this study the
Contributed by the Fluids Engineering Division for publication on tsRINAL  different mechanisms had not been separated to ascertain the mag-
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 'ﬁude and significance of the different effects on the jet-wake and

September 11, 2003; revised manuscript received September 7, 2004. Review dY
ducted by: J. Lee. secondary flows.
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Fig. 1 Mid- and exit plane secondary velocities, SR~ =0.800

Flow in a Curved Stationary Section

Modeling . . Core-to-Shell Side Separation and JéWake Flow Due to

In part | of this paper, the development of the jet/wake flow w. apid Flow Turning. The jet/wake phenomenon in the core-to-
modeled in detail to be primarily a function of two separate anghe|| side direction of the torque converter pump is primarily
independent flow phenomend) Suction side separation due t0yryen by separation due to rapid radial/axial flow turning.
the rotational Coriolis force an@) core side separation due to theNamer, flow on the core side of the passage separates and forms
rapid radial/axial flow turningFig. 2). Each of these simple flow 5 \yake because of an unfavorable boundary layer pressure gradi-
phenomena can be solved individually using a two-dimensiongh generated by the diverging curvature of the core side wall.
(2D) viscous flow solver. A commercially available flow solveryyigher kinetic energy fluid is shifted toward the pressure side of
was employed to simulaig) flow in a 2D rotating straight-walled o hassage by the wake and a jet forms. The centrifugal force per

duct to study the suction side separation—part | of this paper aj§lyme, F., on a moving fluid following a passage with a radius
(ii) flow in a stationary 2D 180 deg bend to study the COTBf curvatureyr, is given by

separation—part Il of this paper. The geometries are shown in Fig.

3 and grids are presented in part I. This simplified model is not V2

intended to predict the flow field at high accuracy. Rather, the Fs:PT’ @

division of the contributions of the separate force components ) o

allows for an improved understanding of the individual influence§hereFs acts in the direction normal to the passage curvasee

of the forces on the flow. Fig. 4). HereV is the throughflow velocity component. This cen-
Table 1 shows the relevant nondimensional parameters for #gugal force is primarily responsible for the generation of the

two simplified flows (straight-walled rotating duct and 180 degunfavorable pressure gradient in the boundary layer. Equétion

stationary bend which are necessary to model the jet/wakéhOWS that for h|gher throughflow velocities or shorter passage

phenomena. lengths fi=2r) an increase in the unfavorable pressure gradient
V; is the pump inlet velocity(in the radial direction for the

straight-walled duct and in the axial direction for the 180 deg ] )

bend, r is the radius of curvature of the pump blade-passage Table 1 Jet/wake nondimensional parameters

centerline R is the mean radius between pump inlet and the shaft Rotating Duct 180° Stationarv Bend

centerline (radius of rotatioh, L; is the inlet lengthL, is the
outlet length, andch is the passage length. For the rotating duct Revnolds Nunll?;ciParamizrs olds Number =
flow both the Reynolds number and the modified Rossby number, 4 VR/ m VR
Ro,,, appear, while for the 180 deg bend flow only the Reynolds Ih dp i~p b PV
number is present. Also, the modified Rossby NumheR/@V,) Modi le_ROSSby Number
is in actuality the ratio of centrifugal force/coriolis force. = OR/2V;
Geometric Parameters
Li/.R L,/R
Coriolis Influence Flow Turning I;]‘}/R}{ WRL:'/I;r/R
‘f‘Oulﬂov
Centrifugal Force
—>>
O:Tflo' Outfiow <
__> __I_
<t~ Rotation <t~
Inflow Inflow
ﬁ\ inflew
Throughflow
+ Center of Profile
Rotation
Fig. 2 Two-dimensional flow models Fig. 4 Separation due to centrifugal force
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Fig. 6 Exit nondimensional jet velocities

and, thus, in the jet/wake flow behavior is anticipated. Detailed
observations of the jet/wake development and the redistributionedmponent, respectively, as a function of the Reynolds number.
the streamwise velocities in simple curved ducts have been For comparison, a limited number of experimental results are also
ported by Mori et al[8] and others. included. Both the exit jet peak velocity and the wake area are
To quantify the core-to-shell jet/wake flow phenomenon in thgeen to increase with increasing Reynolds numbers. For example,
torque converter pump, the viscous flow solver was employed tige wake aregas a percentage of the total passage)dreaeases
obtain numerical solution for the simple stationary 180 deg bemgm ~23% at Re=500 to 41% at Re12,000. These trends are
flow model. Initially, the torque converter pump geometry at theonsistent with flow in a 180 deg rectangular bend experimental
0.065 and 0.800 speed ratio operating conditions was analyzeskults by Mori et al[8] and Rowe[9]. Hence, a strong correla-
Also, the curvature of the bend was assumed to be circular tion between the core-to-shell jet/wake flow and the Reynolds
simplify the geometry. number is observed; namely, increasing the Reynolds number in-
The 0.800 speed ratio/{=1.442 m/s, Re5055 computation- creases the jet/wake flow.
ally predicted flow field is presented in Fig. 5. The nondimen- ) ) .
sional throughflow profilesnondimensionalized by the plane-, Parametric Study of Geometry. Computational parametric
averaged throughflow velocity/,,) at the mid and exit planes flow studies were performed to analyze the influence of chgng[ng
are presented. Figure 5 shows that the computational flow sol¥f torque converter pump geometry on the core-to-shell side jet/
underpredicts the jet/wake effect in both the mid- and exit plane¥ake flow. The pump radius of rotatioR, and the passage length,
this is similar to observations for the rotating straight-walled dudy Were varied and the jet/wake parameters were determined from
model. The wake area for this case is smaller than for the 0.0} Stationary 180 deg flow bend model for a range of Reynolds
speed ratio case. A jet with peak velocities-eL.6 (in the exit numbers from 500 to 12,000.
plang is located directly at the shell side and a wake region with
flow velocities of~0.5 is located on the suction side. The numeri-
cally predicted jet/wake effect is seen to be significantly stronger
in the exit than in the midplane. For comparison, experiment 50
nondimensional through flow results are included.

Parametric Study of Reynolds Number. Computational sl
parametric studies are performed to evaluate the relative influer [
of the nondimensional quantities on the torque converter pur
core-to-shell side jet/wake flow from the simplified 180 deg ben [
flow model. Of particular interest is the effect on the flow field o=
varying the Reynolds number. For this model the Reynolds nurg
ber is the only relevant nondimensional force parameter sing a5
there is no rotation in the modého Rossby number influence e
Changing only the working fluid’s viscosity in the model variecg
the Reynolds number. a0 |-

In an actual automotive torque converter the Reynolds numk [
is in a constant state of flux; namely, as the speed ratio and f ! O  Experimental Data
input (pump speed of the torque converter changes so does t [ Computational Prediction
Reynolds number. Hence, the influence of the Reynolds numt
over a range of realistic operating conditidifRe=500-12,00Dis

discussed. The geometry used for all parametric studieswas a¢  pola v v v oo v v 0 v ooy
the 230 mm torque converter pump witR=0.0661m, h 0 2000 4000 6000 8000 10000 12000
=0.040,61 m,L;=0.0155m,L,=0.024,96, and =0.0203 m. Reynolds Number

Figures 6—8 show the pump exit plaiighell side jet peak
velocity, the (core sid¢ wake area, and the binormal vorticity Fig. 7 Exit wake area
Journal of Fluids Engineering JANUARY 2005, Vol. 127 | 77
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Radius of Rotation. The effect on the core-to-shell side jet/ Figure 9 shows that the pump exit plane jet peak velocity and
wake flow of changing the radius from the inlet plane to the centetfus, the jet/wake phenomenon significantly increases with de-
of rotation (pump shaft, R, was studied using stationary 180 degreasing passage length. For example, the maximum wakéarea
bend flow model. Radii from 0.05 to 0.10 m were tested over ttRe=12,000 increases from 39% to 43% hglecreases from 0.10
entire range of Reynolds numbers. Since there was no rotationtdn0.04 m. This is explained by the fact that in a shorter passage
this simple flow model, changing the radius to the centerline ontjie radius of curvature is smaller and, thus, the core side unfavor-
affected the axis-symmetry assumption and the associated passdge boundary layer gradient becomes more severe. Also, in a
three-dimensional3D) dimensions; namely, a change R is shorter passage, the exit to inlet area ratio increases, causing the
similar to changing the passage exit to inlet area ratio. As a copassage streamwise pressure gradient to become more unfavor-
sequence of this, the relationship between jet/wake parametelse (this effect is probably very small compared to the curvature
and the radiusR, was seen to be very weak. effecy. Similar results are seen when observing the wake area

Passage Length. The effect of changing the passage Iengtrgeeliﬁg);;ng ng'salg% Igﬁg]tﬁly’ an increasing wake is seen for a

h, on the core-to-shell side jet/wake flow was evaluated from the
180 deg flow bend @) model. The passage length,was varied  General JefWake Flow Trends. To summarize the earlier
from 0.04 to 0.10 m and jet/wake parameters were obtained foiiservations, Tables 2 and 3 show qualitatively how the more
Reynolds numbers from 500 to 12,000. One should note that thgevant jet/wake flow parameters are affected by increasing the
radius of curvature of the passage,is directly related to the Reynolds number, the modified Rossby number, and the geomet-
passage lengti, by h=2r, since a circular passage was assumatt parameters. Heredj, indicates increasing}, decreasing, and,

for this model. Thus, increasing the passage lenfthaffected <, negligible, affect on jet/wake flow parameter. The relative
both the radial curvature and the exit to inlet area rélip the strength of the effect is indicated by the number of symbols. For
axis-symmetry assumptipnResults for this parametric study areexample, Table 2 shows the normal vorticity to first incredse,
presented in Figs. 9 and 10.

1.90 - Table 2 Summary of influences on the pressure-to-suction
E side jet /wake flow
185
3 Peak Jet Wake  Blockage Normal
> b 3 n=0.04 Velocity Area Area Vorticity
g1k h=0.06 Row [halil) mn i Uy
® 3 h=0.08
Z10F h=0.10 Re < hd < <
o R S A N
£l L /R U [ U i
A § R fi f fi U
% 155 3
N F Table 3 Summary of influences on the core-to-shell side jet /
'E el 3 wake flow
21 _ Peak Jet  Wake  Blockage Binormal
had 3 Velocity  Area Area Vorticity
138 |
Ron, =9 [=% =3 (=1
1.30 1 H L P | L |
0 2000 4000 6000 8000 10000 12000 Re M in il 1N}
Reynolds Number
WR Uy Uy Uy (Uil
Fig. 9 Exit nondimensional jet velocities
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with the backsweeping angi@), and then to decreasig, with the
backsweeping anglg3) at higher angle$3>30 deg.

Secondary Flow Model

Secondary flows in the torque converter pump were seen
circulate counterclockwise in the midplane and clockwise in th
exit plane for all experimental conditions tested. Hence, in tt
torque converter pump, very strong secondary flows are genera
and, also, the secondary flows completely reverse rotational dire
tion as they pass through the passage geonfeéatyveen the mid-
and exit planes

Streamwise vorticity and, hence, rotating secondary flows wj
develop whenever a moving fluid with a gradient of the reduce
stagnation pressureP(.=P+ 1/2p(V2— »?R?)) turns around a
bend or is rotated about a fixed axi®mhnsor{10]). A gradient in
the reduced stagnation pressuRg,, can result from a nonuni-
form velocity profile or a reduction oP s due to boundary layer
viscous dissipation. In the torque converter pump, the flow field
highly nonuniform because of the jet/wake flow phenomena, ai
the nonuniform flow field is both turned around a bend with .
radius of curvature, and is rotated around the shaft at an angule
speed ofw. Hence, high values of streamwise vorticity and stron
associated circulatory secondary flows are anticipated. The aver-
age streamwise vorticity can be calculated from the experimental rig 11 Normal, binormal, and streamwise directions
results with the experimental secondary velocity components. For
example, the 0.800 speed ratio case the average streamwise vor-
ticity was determined to be 11.5 aneb5.1 ! for the mid- and
exit planes, respectively. These results confirm the experimentaEquation(3) shows that there are two relevant force terms that
observations of strong counterclockwise circulation in the migontribute to the generation of streamwise vorticity in a centrifu-
plane (positive streamwise vorticilyand strong clockwise circu- gal impeller: The first term shows that streamwise vorticity is
lation (negative streamwise vorticityn the exit plane. generated whenever a flow that is nonuniform in the pressure-to-
suction direction, and thus, has a normal vorticity compong&nt,

the generation of streamwise vorticity, and, thus, circulatory sef@OWs @ curved bend with a radius of curvature,The second
ondary flows, in an intrinsic rotating coordinate system were firg?rm sh_ows streamwise vorticity generation whenever flow that is
derived by Hawthorngl1], Smith[12], Smith[13], and Ellis[14]. non-ur;.lformhlnf th_vle_hcorg-to-shell .d'(;.eCt'O@toh's rotated around a
The equations were then generalized to include viscous terms %ﬁa\ter ine(shaf). The sine term indicates that streamwise vortic-
compressibility effects by Howard 5] and Lakshminarayana and'Y 1S only generated by the second term when a radial flow com-
Horlock [16]. The equations as derived by Lakshminarayana ar‘?&ment("io deg exists. ) -
Horlock were employed for the analysis herein. One shoulq note that _streamvylse vorticity can also be generated
The fundamental generation of streamwise vorticity equaticm’ compressibility and viscosity; analytical terms for these effects

' . . can be found in Lakshminarayana and Horlddk] but are not
for a rotating systemlLakshminarayana and Horlock6)) is discussed herein for the sake of brevity. For the torque converter

n

s - along streamline
n - toward passage curvature center
b - tangential

Streamwise Vorticity Generation Equations. Equations for

given by : - . :
pump flow, the viscous influence on the generation of streamwise
J [ & & s (wX§) vorticity was estimated for a limited number of cases and was

ﬁ(M) =2 |V|r_zv’ (2) found to be negligible(2.1% of the total exit plane streamwise

vorticity for the 0.800 speed ratio case

wheres is in streamwise directiom is in the normal directionp ~ Thus, in the torque converter pump, the pressure-to suction side
is in the binormal direction(see Fig. 11, V is the meridional jet/wake flow, modeled earlier by flow in a simple rotating
velocity, £, is the normal vorticity component, is the stream- Straight-walled duct, only contributes to the first term of Eg).
wise vorticity component{ is the total vorticity vector, and is and the core-to-shell side jet/wake flow, modeled by flow in a
the radius of curvature. The first term in E@) is a streamline Stationary 180 deg bend, only contributes to the second term of
curvature term and the second is a Coriolis force term. For &l- (3). The meridional flow angle in Eq3) can be closely ap-
impeller with a fixed axis of rotatiorisuch as the torque con- Proximated byk= ms/S for a circular pump torugone should

vertel this equation can be further reduced to note that because of the meridional flow angle, the second term of
Eq. (3) will have a significantly stronger influence on the pump
a | & &, wép Sink exit plane secondary flow than on the midplane secondary).flow
s m = W_ W ) Consequently, Eq(3), with the normal and binormal vorticities

obtained from the simple 2D flow models, can be numerically
wherex is the meridional flow angle relative to the axial directiorintegrated to calculate the streamwise vorticity in the torque con-
and &, is binormal component of vorticity. The streamwise vorverter pump and, thus, can be used to approximately predict the
ticity, and thus secondary flows, is directly related to the normpump secondary flow circulation.
and binormal vorticity via the equation for generation of stream- For the pump at the 0.065 and 0.800 speed ratio the streamwise
wise vorticity in a rotating framéLakshminarayana and Horlock vorticity was calculated. Results of the streamwise, the normal,
[16]) and as also discussed in modeling in part | of this papeand the binormal vorticity are included in Fig. 12 for the 0.800
Note that the normal and binormal components of vorticity in Egpeed ratidRe=5055, R¢,=2.661,V;=1.442 m/s,0=115.2 rad/
(3) can be directly determined from the numerical analysiy. Experimental results for the 0.065 and 0.800 speed ratio
(pressure-to-suction side jet/wake flow: normal vorticity compastreamwise vorticities are also included for a comparison. All vor-
nent, &, ; core-to-shell side jet/wake flow: binormal vorticity com-ticities are presented as functions of the pump percent chord dis-
ponent,&,). tance from the inlet plane.
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Fig. 13 Streamwise vorticity for Ro

A direct comparison of experimental and analytical results
shows that the streamwise vorticity trends are well predict
(counterclockwise circulatory secondary flow in midplargg,
>0; clockwise circulating secondary flow in the exit plarg,

<0), but the model underpredicts the vorticity in the midplang1e mid plane.

=25

8

&

%d . . . . . .
er will result in stronger clockwise circulating secondary flows in
the exit plane and weaker counterclockwise circulating flows in

and overpredicts it in the exit plane. Since the jet/wake flow was Modified Rossby Number. The modified Rossby number

also underpredicted in the mid and overpredicted in the exit plaggs previously seen to strongly affect the pressure-to-suction side

by the models above, and since jet/wake flow and vorticity ajet/wake flow(and the normal vorticity¢,,) and, therefore, should

closely related by Eq(3), this behavior is consistent. It is inter-have an equally strong effect on the first streamwise vorticity

esting to note that the midplane counterclockwise secondary flgjgneration term in Eq(3). The binormal vorticity[second term

circulation is primarily driven by the first term of E(B) (bending Eq. (3)] is not affected by the modified Rossby number, but during
of nonuniform flow while the exit plane clockwise secondaryactual torque converter operation the modified Rossby number
typically changes with pump speed, Hence, the second term in
Eqg. (3) is also affected by the modified Rossby number via
changes in the pump rotational speed.

of © study this influence, a parametric study was performed in
l%’ch the modified Rossby number was varied over a range from

flow circulation is primarily driven by the second term of E8g)
(Coriolis rotation of nonuniform flow

Parametric Study of Nondimensional Parameters. Para-
metric studies are performed to evaluate the relative influence
the nondimensional jet/wake parameters on the torque conve
pump streamwise vorticity and subsequent secondary flows.
particular interest is the effect on the flow field of varying th
nondimensional force parameters: the Reynolds number and E‘%
modified Rossby number. Also, the influence of the impeller bac ©
sweeping angle on the secondary flow is studied for a range
Reynolds and modified Rossby numbers. For these studies,
mal and binormal vorticity results from the pressure-to-sucti
and core-to-shell jet/wake flow studies in Chap. 10 are used in
(3) to determine the streamwise vorticity component. The geom-
etry employed for all parametric studies is again the torque con-
verter pump withR=0.0661m,h=0.040,61m,L;=0.0155m, %[
L,=0.024,96 m, and=0.0203 m. f

Reynolds Number. The relative influence of the Reynolds ‘°t*
number on the torque converter pump streamwise vorticity w€
determined using the jet/wake models and &) Since the Rey- 2
nolds number was seen to only influence the core-to-shell si€ .
jet/wake flow, the streamwise vorticity is only affected througl%
the second ternfrotational Coriolis force termof Eq. (3). The 2
streamwise vorticity was determined for a range of Reynolc
numbers from 500 to 12,000 while the modified Rossby numb£
was fixed at 3.Qw=90.1 rad/s=860 rpm,V;=1.0 m/s). Figure 13 2 4
shows the pump mid- and exit plane analytical average strea, [
wise vorticity as a function of the Reynolds number. Decreasirz

(o}

Experimental Data
Computational Prediction

| EWEVE STWES FUWRY PR | ]

§ 5 & 8 & 8

salisialosial,sa,

3
-
()

&
Exit Plane Streamwise Vorticity [1/s]

&

to 4.0(this corresponds approximately to a pump rotational
espeed range from 140 to 1200 rpm for the 230 mm torque con-
ter at the 0.800 speed ratizvhile the Reynolds number was
d constant at 5000v{=1.0 m/s). Figure 14 shows the pump
p- and exit plane average streamwise vorticity, obtained from
- (3) as a function of the modified Rossby number. Some ex-
c;I)]erimental results for the pump exit plane are also included. Re-
édj_lts in Fig. 14 show that by increasing the modified Rossby num-

vorticity values in both planes for increasing Reynolds numbe= 2: ° '“
are seen. This trend is consistent with increasing core-to-shell s i J-es
jet/'wake behavior for increasing Reynolds numbers, and, thus 3 ) 3

. . . d [y . NP PP A I BN S I Y
creasing binormal vorticityé, . Since the second term of E(R) 05 10 15 20 25 3.0 a8 0
is negative, an increasing binormal vorticity will result in a de Modified Rossby Number
creasing streamwise vorticity, which is consistent with the obser-
vations from Fig. 13. Hence, increasing the pump Reynolds num- Fig. 14 Streamwise vorticity for Re  =5000
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15 Table 4 Summary of influences on the pump circulatory sec-
[ ondary flow
Mid Plane  Mid Plane Exit Exit Plane
- 10 Vorticity Flow Vorticity Flow
z ] Y
£ U U
§ sf B U Cw f CCw
3 o I CcwW U cw
=
g
2
& [N 0° backewept
§ weaawent  tude of the midplane streamwise vorticity is seen to decrease with
T aroeceewert  ncreasing backsweeping angle. Since the backsweeping angle
g st swbakmwt significantly affects the pressure-to-suction side jet/wake flow
40° backewept .
(Sec. 10.3.5 and, thus, the normal vorticity componer,, a
strong influence on the first term of equatiffiow bending is
10 L \ g T expected. This is confirmed by the above observations; namely, a
0 2000 4000 6000 8000 10000 12000 more uniform flow field(less jet/wakg decreases the generation
Reynolds Number

of positive streamwise vorticiticounterclockwise circulatory sec-
ondary flows.

Similarly, the pump exit plane average streamwise vorticity ver-
sus Reynolds number was studied. For this case, the influence of
the backsweeping angle was seen to be weak; the streamwise
vorticity magnitude slightly increases with an increasing back-
ber, the positive streamwise vorticity in the midplane is increasggveeping angle. This can be explained by the decreasing midplane
and the negative streamwise vorticity in the exit plane is deorticity causing the total integrated vorticity to decrease as well.
creased. Experimental results are seen to agree well. This is c8ince the second term of E¢3) dominates in the exit plane
sistent with observations of stronger jet/wake flow for largesecondary flow and since this term is not affected by the pressure-
modified Rossby numbers. Thus, by increasing the modifieg-suction jet/wake, the influence of the backsweeping angle on
Rossby numbefeffectively increasing the pump spgdte coun- the exit plane streamwise vorticity is weak.
terclockwise circulating mid plane and the clockwise circulating Figure 16 present the pump mid plane average streamwise vor-
exit plane secondary flows are significantly amplified. ticity versus the modified Rossby number for the series of back-

. . : sweeping angles. For this case the Reynolds number was held
Backsweeping Angle. Earlier the effect of changing the copstant at 5000. Resulting streamwise vorticity trends are very

pump backsweeping angle on the pressure-to-suction side ; . : .
wake phenomenon was studied. The results are utilized herejsﬁp'lar to the observations from earlier. The physical explanations

study the effect of backsweeping on the average streamwise VSl decreas,_in% midplanle ar_léi in(_:re(lalsingl;q exit plane strgamhwis%vor-
- : : ; icity magnitudes are also identical to the ones given in the above
ticity generation and the associated circulatory secondary flows . . : . i

For five different backsweeping angles the Reynolds and modifiggragraph: Eamel_y, the njagnl;tudke of the first term in (Bﬂde
Rossby number were varied (Ro0.5-4.0, Re: 500-12,00@nd creases with an |ncr_3asf||ng dalc Sweeping rlalrﬁglier_e uniiorm

the mid- and exit plane streamwise vorticity was determined fro reesasrlrJ\(/Si-stg-\S/g?ttifip SIIS eer?::gtegsaggggtegc %ir\gg?r?s't:;’? back-
Eq. (3). Vorticity results are presented in Fig. 15 for the Reynoldg yisg ) » DYy 9

L g i, eeping angle the midplane counterclockwise secondary flow
\r/l;?al::%rnvanatlon and in Fig. 16 for the modified Rossby nurnb‘rgzlyrvculation is reduced, while the exit plane clockwise flow circu-

Figure 15 shows the mid plane average streamwise vortic#ﬁl}'on Is increased.
B e oK eeeD 0 200 Sceneral Secondary Fow and Streamvise Voriciy Trencs
o "Bredicted secondary flows in the torque converter pump were seen
to circulate in the counterclockwise directiguositive streamwise
vorticity) in the pump mid plane and in the clockwise direction
3 (negative streamwise vorticityin the pump exit plane. These
trends agree well with experimental observations. Both the Rey-
nolds number and the modified Rossby number had a strong in-
- fluence on the streamwise vorticity and, thus, on the magnitude of
the secondary flow velocities.

The pump midplane counterclockwise secondary flow circula-
tion was primarily caused by the interaction of the pressure-to-
suction side jet/wake nonuniform flo@nd the associated normal
3 vorticity componentwith the high radial/axial flow turning angle
the flow undergoes while passing through a blade passage. Simi-
larly, the pump exit plane clockwise secondary flow circulation
L was caused by the core-to-shell side jet/wake nonuniform flow

Fig. 15 Mid-plane streamwise vorticity for five backswept
angles

.
-
«n

20° Dackswept

Exit Plane Streamwise Vorticity {1/s)

10" bacikewept
0° backswept

1 " | PP L I L P |

& &8 & & & & & 8 & 8

15 20 25 30 35
Modified Rossby Number

05 1.0

(and the associated binormal vorticity componeeing rotated
around a fixed centerlingpump shaft Hence, the pump stream-
wise vorticity, which was responsible for the generation circula-
tory secondary flows, was directly related to the pump jet/wake
phenomena discussed earlier.

To summarize the earlier secondary flow observations, Table 4
shows qualitatively how the circulatory secondary flow is affected

by increasing the Reynolds number, the modified Rossby number,
the pump rotational speed, and the backsweeping angle. Here,

Fig. 16 Exit plane streamwise vorticity for five backswept
angles
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indicates increasing anfl, decreasing streamwise vorticity. Also, Predicted secondary flows in the torque converter pump circu-
clockwise (CW) indicates increasing clockwise rotation andlated in the counterclockwise directidpositive streamwise vor-
counterclockwise(CCW), indicates increased counterclockwiseicity) in the pump midplane and in the clockwise directioega-

secondary flow rotation. tive streamwise vorticity in the pump exit plane. These trends
) agreed with experimental observations. Both the Reynolds num-
Conclusions ber and the modified Rossby number were seen to have a signifi-

The complex three-dimensional velocity field inside the aut&ant influence on the streamwise vorticity and, thus, on the mag-
motive torque converter was previously experimentally detefitude of the secondary flow velocities. _
mined using laser velocimetry. Results showed strong jet/wake! e pump midplane counterclockwise secondary flow circula-
including backflows and circulatory secondary flows in the pum§on was primarily caused by the interaction of the pressure-to-
Particularly interesting was the sign change in rotation as the flgiWction side jet/wake nonuniform floi@nd the associated normal
traversed from the midplane to the exit plane. For this paper Y@Mticity componentwith the high radial/axial flow turning angle
understand the fundamental flow behavior simplified analyticdffé flow underwent while passing through blade passage. Simi-
numerical flow models, based on two-dimensional Navier-Stok&¥1Y; the pump exit plane clockwise secondary flow circulation
equation solutions and the streamwise vorticity generation equ4@S caused by the core-to-shell side jet/wake nonuniform flow
tions, were developed to independently analyze the pu d the.assomated.blnormal vorticity compondrging rotateq
pressure-to-suction side jet/wake flow, the core-to-shell side jéout @ fixed centerlingpump shaft Thus, the pump streamwise
wake flow, and the circulating secondary flow phenomena. paMrticity, which was resppn5|ble for the generation C|r9ulatory
metric studies, based on the two-dimensional flow models, wetgcondary flows, was directly related to the pump jet'wake
undertaken to evaluate the effect that torque converter operatRf@gnomena.
conditions and pump geometry had on the jet/wake flow param-
eters and the pump secondary velocities. Previous to this study fheknowledgments

different mechanisms had not been separated to ascertain the mags research was sponsored by the General Motors Corpora-

nitude and significance of the different effects on the jet-wake a@, powertrain Division, the ROMAC Industrial Research Pro-

secondary flows. Trends seen in the results from these studiggm at the University of Virginia, and by Blue Ridge Numerics,
compared favorably with experimental results. Inc.

To model and analyze the jet/wake phenomena observed in the
pump, _Nawer-Stokes equation sol_utlons f(_)r two simple tWoReferences
dimensional flows(from a commercially available flow solver ) ) ) ) i
were employed(i) a rotating straight-walled duct to model the [ ﬁﬂlﬂééﬁl'ﬁgggg on Centrifugal Impeller and Diffuser Flow,” J. Eng.
pressure-tq—suctlon side jet/wake flow due to rotational CO”P“S[z] Moore, J., and Moore, J. G., 1981, “Calculations of Three-Dimensional Vis-
forces andii) a 180 deg flow bend to model the core-to-shell side  cous Flow and Wake Development in a Centrifugal Impeller,” J. Eng. Power,
jet/wake flow due to rapid radial/axial flow turning. Using the first _ 103 pp. 367-372. o o ,
of these two simple models the formation and development of thé?’] Epkardt, D., 1976, “Detailed !’:Iow Investigations Within a High Speed Cen-

. . . . - trifugal Compressor Impeller,” ASME J. Fluids En@8, pp. 390—402.
pump pressure-suction surface jet/wake flow was studied in detaly) Howard, J. H. G., and Lennemann, E., 1971, “Measured and Predicted Sec-
in part | of this paper. In this second part the second model was be ondary Flows in a Centrifugal Impeller,” J. Eng. Pow&f3, pp. 126-132.
analyzed and added to the results from part I. [5] Gruver, J. K., Flack, R. D., and Brun, K., 1996, “Laser Velocimeter Measure-

As indicated in part |, it is very important to recognize that the ~ Jiers ! tTtLerbzlrJnn;ghOJfl% ;qugnggg‘ée"e’ Part I—Average Measurements,
g_oal of these 'EWO papers is not to accurately predict the total ﬂOV\{6] Brun, K., and Flack, R. D., 1997, “Laser Velocimeter Measurements in the
field by superimposing the two results. Other authors have used Turbine of an Automotive Torque Converter, Part I—Average Measurements,”
full 3D models have been used to predict the total flow fields but 7 JAShME J. T’\xrt\’zmacf&-ll\i& pp. 33461—9234-5 s Flow Mixing L )

: : : ohnson, M. W., an oore, J., , “Secondary Flow Mixing Losses in a
using such models does not allow for the separation of dlﬁeren{ Centrifugal Impeller,” 27th International Gas Turbine and Aeroengine Con-
forces so that the fundamentals can be understood. . gress and Exposition, London, England, April 18—22, ASME paper no. 82-GT-

Results from the second model showed that the core side wake, 44.
which was due to flow Separation caused by rapid radial flowl8] Mori, Y., Uchida, Y., and Ukon, T., 1971, “Forced Convective Heat Transfer in

: : . . a Curved Channel With a Square Cross-Section,” Int. J. Heat Mass Transfer,
turning, was primarily a function of the Reynolds number (Re 14, pp. 1787-1793.

=pViR/n) and independent of the modified Rossby number g} rowe, M., 1970, “Measurements and Computations of Flows in Pipe Bends,”

(Ro,=wR/2V;). For example, increasing the Reynolds number  J. Fluid Mech. 43, pp. 771-778.

increased the core-to-shell side jetlwake flow. One of the mo$t0] Johnson, M. W., 1978, “Secondary Flow in Rotating Bends,” J. Eng. Power,

P : 100, pp. 553-560.

S|gn|f|cant geometric parameters that was seen to affect the pUI’Eﬁ] Hawthorne, W. R., 1951, “Secondary Circulation in Fluid Flow,” Proc. R. Soc.

flow was the passage lengthr curvature for the core-to-shell London, 206, pp. 374-387.

jet/wake. [12] Smith, L. H., 1955, “Secondary Flow in Axial-Flow Turbomachinery,” Trans.
Using the modified equations for the generation of streamwisﬁels] QSB¢E,Z7VCEJP-11905675—1007% . ion of the St o C Cof

H i H H mitn, A. o , “On e Generation O e reamwise Component o
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for the normal an(_:l binormal vorticity components, trends fOI_’ the14) Eliis, G. 0., 1964, “A Study of Induced Vorticity in Centrifugal Compressors,”

secondary flows in the torque converter pump were predicted. J. Eng. Powerg6, pp. 63-76.

Based on this simple model, a number of parametric studies welt] HOIV\I/ardv If H-E(”Té %?966 :Aﬂalyg,cél I\EE?;Y;“ V%/etco?da%':tlow in ca Cegtrifu-
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A state equation of thermally perfect and calorically imperfect gas is implemented in a 3D

Stanislaw Marcinkowski RANS solver for turbomachinery flow applications. The specific heats are assumed as
linear functions of temperature. The model is validated on a five-stage low-pressure steam
Andrzei Gardzilewicz turbine. The computational results exhibit the process of expansion in the turbine. The

computed and measured distributions of flow parameters in axial gaps downstream of
subsequent turbine stages are found to agree reasonably well. It is also shown that the
obtained numerical solution gives considerable improvement over the solution based on
the thermally and calorically perfect gas modeDOI: 10.1115/1.1852491
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1 Introduction likely, an opportunity is lost to validate the calculations using

xperimental investigations that are made in stage-to-stage gaps.
is is usually due to a simple fact that there are no other sections
ilable that were measured and not assumed as sections where

Navier—Stokes solvers for turbomachinery applications usual
operate on the thermal and caloric equation of perfect gas, Wh%
the constants that link thermodynamic parameters, that is the Eb‘mputational boundary conditions are imposed

dividual gas constanR and specific heat ratioy, remain un-\yorks are currently in progress to incorporate real gas effects
changed in the entire flow region. into 3D turbomachinery flow solvers. Sturmayr and Hirgdh
This approach is relatively well-grounded for one-componepfiake yse of IAPWS-95 steam tablesjuilibrium steam proper-
one-phase flow, which in steam turbines is believed to take plaggy and a switched condensation model to account for transition
in high and intermediate pressure turbine stages where the stqffiyeen the metastable and equilibrium region. In addition to an
is superheated. The approach requires determination of an ingiray of Euler equations, a scalar convection-diffusion equation is
vidual gas constant and setting appropriate values of speciigived for the condensation switch that is a measure of delay in
heats, or specific heat ratio. Unless the range of variation of flayansition from the subcooled dry to equilibrium wet steam until
parameters is too widgexit/inlet pressure ratio too low as inan appropriate level of subcooling is reached. In the paper by
multi-stage configurationsthe scheme will converge and a reli-Bohn et al.[2], the flow field with homogeneous and heteroge-
able solution will be obtained. neous condensation is calculated under metastable conditions as
The perfect gas equations cannot be accepted for solving tigtained from IAPWS-IF 97 steam tables. DyK& estimates
flow in low pressure(LP) turbines, where the steam expandshat computational costs of implementation of IAPWS-IF 97
across the saturation line, changing dramatically its properties. Rables are very high, possibly even as high as two orders of mag-
a long time, a common practice of computational fluid dynamigstude, as compared to the perfect gas equation. To reduce com-
(CFD) research engineers was to perform calculations of loputational costs, Chmielniak et d4] and Wrdlewski [5] pro-
pressure turbines individually for each stage, using the perfect g¥@se to use a virial equation with three coefficients for
equation and changing the constant values of the individual gaigperheated and subcooled steam
constant and specific heat ratio from stage to stage. Even this
single-stage approach does not guarantee the correctness of the Po/RT=1+B(T)p+C(T)p*+D(T)p,

solution in the wet steam region. Another feature of flow compyyhereas Dykag3] and Dykas et ali6] propose the so-called local
tation is lost, as compared to the multi-stage approach, that is #@l gas equation of state similar to the above virial equation
automatic passing of flow parameters between the stages and al-

lowing the mixing processes generated in one stage to be com- pv/RT=A(T)+B(T)/v.

pleted or continued in the subsequent stageSingle-stage com- irial fficient functi fi t | d
putations would also require boundary conditions for each stay@€ Virial coefficients are functions of temperature only and can
which have to be provided from a 0D/1D solver, or from pressur F found from approximation of thermodynamlc properties of wa-

! [ :flnd steam IAPWS’97. The computational costs of flow solver

. e
temperature measurements in stage-to-stage gaps. Then, uglshg a virial equation are estimated[B] to increase by a factor

of 3-8 over the solver with the perfect gas equation. A set of

Contributed by the Fluids Engineering Division for publication in ticeJBNAL I : ; i . . .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionaddltlonal differential convection-diffusion equations drawing on

December 11, 2003; revised manuscript received October 6, 2004 Review condudfa@ classical nucleation theory is also usef3r6] to describe the
by: W. Copenhaver. formation of the liquid phaséwetness fraction
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The approach suggested in this paper is still a simpler and lesses given by Menter, including Driver's adverse pressure gradi-
costly modification of the perfect gas equation, that is the equatient flow, backward-facing step, NACA airfoil and transonic bump
of thermally perfect and calorically imperfect gas, which makeffows, show that the SST model yields a substantially better agree-
specific heatg, , ¢, variable as linear functions of temperaturement with the experimental data, compared to those of other tur-
The effect of the introduced modification on the distribution obulence models. The Menter SST turbulence modet-ia for-
thermodynamic parameters is illustrated using a computatiomallation can be written as
example of a five-stage LP steam turbine.

U IR
—+—=G-D+L;
2 3D RANS Equations at X
In the code FlowER developed by Yershov and Rusady ak
3D viscous compressible flow through a turbine/compressor stage pk pk=(p+ o) %
can be described by a set of unsteady Reynolds-averaged Navier— U= [pw}; = ;

Stokes equations written in a curvilinear body-fitted coordinate

Jw
writer po—(pu+o,u) ——
system(&,7,{), rotating with an angular speesd v axi

E+ H(E§X+F§y+G§Z)‘]+ ﬂ(E77X+F77y+G772)‘] . Z)US] 5 [B*pwk} .
ot 0E an vens,| Bpw? |’ (2
. IELAFL+GL)I .
9% 0 K/
- K dw|: 4= prw
0 L 2(1—F PO w2 Rt I Mt N ] .
p (1=Fp) = — max{ 1:0F,/(a;0)]
pu 2pv® + pry @ P
Q=|pv|; H= —2pr+pm2ry : wherek is the turbulent kinetic energyy=e/kB* is the specific
pW 0 dissipation rate ang, is turbulent viscosity. Blending functions
ph 0 F, (assuring smooth transition from thew to thek-¢, and as-
suming one in the sublayer and logarithmic region and gradually
r pu T switching to zero in the wake region of the boundary layserd
pUZH P — Ty F, (assuring the proportional relationship bgtwe_en the principal
E— pUv — 7 ) turbulent shear stress and_the turb_ulent kinetic energy in the
W~ Txy ’ boundary layer, and assuming one in the boundary layers and
Xz

switching to zero in free shear lay¢@re
L (ph+plu—ury,—v Txy ~ WTyxz 1 Qx|

Fi=tanH[min(A;;A) 1% Fro=tanH[max2B;;B,)]%}

pv
Uv — T, 4po ok Jk
Fo p52+p—x7¥yy : Ai=maxB;;B,); AZZCDkwyz; = By
pPUW— Ty,
L (ph+p)v—ury—v 7y~ W7y, +0y | =500/L.
- oW - 2 Py '
PUW— Ty,
G= PUVW— Ty, : (1) CDkw:ma{zﬂj_;%; — 20
PW2+ P— 7z o

A vector of constant®$=[ o\ ,0,,,8,y] in the SST model can be
written ¢=F,¢,+(1—F;)¢,, where ¢, is this vector in the
u?+v2+w?—w?r? k- model, ande, is in the k- model written ink-w formula-
2 +const tion. The constants of the model asg=0.31, o;=0.85, oy,
=1.0,0,,=0.5,0,,=0.856,3 =0.09; 8,=0.075, 8,=0.0828,
Tmij= 2Mm(Sij — Sandij 13), v1=0.553, andy,=0.44. The distance functiopis defined as a
distance from the nearest wall in the 3D blade-to-blade passage.
7ij = 2p(Sij — Sndij/3) — 2pk /3 This function is important for switching between tke: andk-
The symbolss, p, p, u, v, w denote the internal energy, pressuremodel. However, this function does not determine the turbulent
density, and components of the velocillyis temperaturer,,;;, length scalgas, e.g., for the Spalart—Allmaras model
74j , m; are the molecular, turbulent, and total viscous strégss The boundary conditions for the set of equati¢hsare at the
the mean strain-rate tensopi=(un,+u,) is the effective walls—no-slip and no heat flux; at the inlet to the stage—
(molecular-turbuleny viscosity; q is the heat fluxA=(A,+\,;) SPanwise distribution of the total pressure, total temperature, and
=Cp(um/Prm+u/Pr) is the effective (molecular-turbuleny  flow angles; and at the exit—static pressteéher its spanwise
heat conductivity; and Rr, P; are molecular and turbulent distribution or a value at the mid-span with the radial equilibrium
Prandtl numbers. equation. The assumed boundary conditions impose the pressure
The governing equations are supplemented with the twérop across the flow domain and let the mass flow rate be result-
equation turbulence model S$3hear stress transppaf Menter ant. For the set of Eqg2), the boundary conditions are at the
[8]. In this model, the standaid w model is activated in the near walls—k=0; w=60u,/p,B8y% at the inlet—k=1.5(TuU..)?;
wall region, and then switched to thee model in the wake o=[max@2,0?)]°° whereS=(S;S;/2)*° Tuis the inlet free-
region of the boundary layer and free shear layers. In order stream turbulencef) is the vorticity (absolute valug and the
more adequately predict strong adverse pressure gradient floashscriptw denotes values at the wall; at the outlet—value& of
the eddy viscosity is redefined so as to guarantee the proportioaatl v are extrapolated from the preceding cell centers.
relationship between the principal turbulent shear stress and th&he numerical solution is based on finite volume discretization
turbulent kinetic energy in the boundary layer. A number of tesind a Godunov-type upwind scheme where the inviscid fluxes at

L (ph+p)w—ur,—v Tyz;~ W71 0y

g=—AVT, h=g+

Tij = Tmij T Tiij 5
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the cell walls are calculated from the solution of the Riemann | ]
problem. Initial values for the Riemann problem are found from a g =) g =
series expansion around the cell center values where a high-order
ENO (essentially nonoscillatingscheme is used to calculate spa-
tial derivatives. The time-marching calculations converge to a
steady state. To accelerate the process of convergeng&&ran J g T
implicit operator of Beam and Warming is used. The viscous
fluxes are calculated based on ENO interpolation. The numerical
scheme assures second-order accuracy everywhere in space and (= ~—
time. For details of the numerical scheme, see Yerdi€gvand 1‘ 1
also Yershov et al[10]. The computations are carried out on an . ) .
H-type multi-grid, refined near the endwalls, blade walls, ang9: 1 Computational = domains — in  code FlowER—
leading and trailing edges. One blade-to-blade passage from e putational domain with radial gaps over unshrouded blade
b!ad_e row is computed. The mixing plane mode_l is used_wheret fle boundaries to simulate the effect of leakage over
distribution of flow parameters between the fixed/moving bladgrouded blade tips and windage flows  (bottom ); S—stator,
rows is transmitted in the radial direction and averaged circumfeg-—rotor
entially. The approach neglects the effect of stator/rotor interac-
tion, which can be studied using sliding meshes at further expense
of CPU time. The convergence of the calculations to a steady stgte
is checked for the components of force acting at the blades ‘6f Leakage Flows
statofs) and rotofs) as well as for the difference in inlet and exit In turbomachinery flows, to obtain reliable multi-stage predic-
mass flow rates for each blade row. The calculations are stoppetiohs of flow patterns and efficiency estimates, it is also necessary
the maximum deviations of current values of force components take into account the effects of leakage flows and extractions.
from the respective mean values for the latest 500 iterations Heakage flows do not yield stage work, and their mixing with the
not exceed 0.1% of the mean values, and if the maximum discrepain stream adds to enthalpy losses in turbines. In the code
ancy between the calculated mass flow rate at the inlet and exitFddwER, the computational domain may extend to the region over
each stage is also less than 0.1% for the latest 500 iterations. Timshrouded blade tips, which enables direct computation of leak-
code has recently been validated on a number of turbomachinage over this type of blade. For shrouded blades, the leakage
test cases, including the Durham low speed turbine cascade, sheam flows through labyrinth seal chambers, usually of complex
NASA Rotor37, the NASA low speed centrifugal compressor, angeometry. Therefore, it looks reasonable to neglect, in the first
the model air turbine of ITC tdz (Poland (see[11,12). approximation, the detailed structure of a leakage jet in the laby-
rinth seals or a windage flow between the fixed and rotating discs,
and treat them as a source or sink of mass flow for the blade-to-
. blade passage. To model this type of leakage flows, the computa-
3 State Equations tional gomai% is modified at thgpendwalls Wghere some placesp are
A standard equation of state closing the system of Naviepermeable boundaries of the domdsee Fig. 1L The approach
Stokes equations for CFD codes with turbomachinery applicatioapables interaction of leakage flows with the main stream. It un-
is the state equation of thermally and calorically perfect gaderlies the message that most of entropy creation due to leakage
where the constants that link thermodynamic remain unchangedlimws does not take place in the labyrinth seals or in passages

(top ), computational domain with source /sink-type perme-

the entire flow region between the fixed and rotating discs, but in the blade-to-blade
passages during the leakage jet reentry when the leakage jet mixes
p=RpT; i= Yy P +const; s=c, InT—RIn p+const with the main streantsee[13]). The idea of mass sink can also be
; — ; v )

3) extended on technological extractions at the extraction points.
One possible and convenient way of imposing boundary condi-
tions for the source/sink approach is to prescribe a leakage mass
The used symbolp, p, T, i, ands denote pressure, density, tem-flow rate G for an extraction; total temperatuiig,r, mass flow
perature, enthalpy and entropy;, ¢, are specific heats at con-rateG and flow direction of the leakage flo@meridional angley
stant pressure and volume, respectivélyc,—c, is the indi- and swirl anglen) for an injection. Leakage mass flow rates of the
vidual gas constanty=c, /c, is the specific heat ratio. The aboveinjected/extracted fluid—equivalent to the intensity of sources/
state equation is appropriate for solving the flow in high-pressuséhks—can be calculated either from simple OD/1D studies of
and intermediate-pressure turbines. leakage and windage flows or from 2D/3D flow computations in
For multi-stage computations of low-pressure turbine flows, labyrinth seals and windage flow passages, the latter possibly giv-
modification of the above state equation, that is the state equatiog also the direction of leakage jet reentry. The mass flow rate
for thermally perfect and calorically imperfect gas, is suggestecondition is formulated to be satisfied integrally through each ori-
The specific heats at constant volume and presspirec, are fice. The mass flow rate is allowed to vary from node to node of
assumed here to vary as linear functions of temperature, but the orifice, and its distribution in the orifice is affected by stream-

R=c,—c,; vy=c¢,/c,; c¢p,C,,R,y=const.

individual gas constarR does not change wise and pitchwise gradient of static pressure in the blading sys-
tem near the endwalls. The velocity components at the source

p=RpT, i=c,oT+ Ect T2+ E+const' orifice are calculated based on the constant total pressure, input

' vol T ot p ' flow angles, and size of the orifice. The approach enables injection

of the medium at arbitrary velocities and angles, determination of
() the effect of mixing of the injected fluid with the main flow, as

—c 4t —R+ . _ . well as evaluation of interaction of leakage flows with other vor-
C(M=CuotC,T, C(T)=Rtc,(T); R=const; tex flows—secondary flows or separatiqsse[14]).

s=C,oINT—RInp+cl T+const,

C,0,Cl=const, c'#0

The coefficients, o, ¢!, are found individually for each (:omputa-5 Object of Study—Five-Stage LP Turbine

tion based on inlet/exit pressure, temperature and enthalpy, whiciThe effect of modification of the state equation on flow patterns
is demonstrated in Sec. 8. This model of thermally perfect amhd distribution of thermodynamic parameters is studied on a
calorically imperfect gas is implemented in the code FIowER. five-stage low-pressure turbifpart of a 360 MW steam turbine
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PROBE 1

PROBE 2

| PROBE 3

A2 AN N RN

Fig. 2 LP part of 360 MW steam turbine in meridional view with
measuring instrumentation

This drum-type reaction turbine has a radial inlet equipped wi |
guide vanes and a radial outlet to the exhaust hood. Stators 2z
and rotors 1-4 are shrouded and have typical labyrinth sec ==
Rotor 5 has unshrouded blades. Two regenerative extraction
points are located downstream of stages 3 and 4. This LP turbirie- 3 Measuring probe inside the LP turbine downstream of
was experimentally investigated for some range of load ghe last stage rotor (top). Relative dimensions of the probe
Marcinkowski[15]. These investigations are used in the preseffotom)-

paper to define inlet/exit boundary conditions for the nominal
load, and to validate the obtained computational results at the
selected sections downstream of stages 3, 4, and 5 of the inve%lg
gated turbine. A schematic diagram of the tested LP turbinezﬁ

s pitch angles. It allows us to determine streamlines in the me-
ional plane and also to measure the total pressure, which is
ken as the highest value from all tubes. Two holes are made on
e side surface of the disc to determine the yaw angle. The holes
are also used to measure the static pressure.

The microthermocouple for temperature measurements is
6 LP Turbine Measurements mounted at the tip of the probe head. The whole tip of the probe is

Measurements inside low-pressure steam turbines are knownifgd inside as well as covered outside with teflon to reduce wa-
be very difficult for several major reasons, includifiy unsteady tering of the probe and facilitate extraction of deposited water.
operating conditions(2) restricted access to the inside of the tur] € diameter of the probe disc is less than 20 mm. The diameter
bine, (3) choking of measuring probes with water, a@d coinci- Of the probe tubes at the tip is less than 1 mm. Smooth regular
dence between isolines of pressure and temperature in the redlg is assured at joints of tubes of different diameters. In order to
of wet steam. perform blow-through to purge water from the probe before each

To investigate the flow field in selected sections of the LP tuff€asurement, a valve is installed which links all tubes with the
bine, multi-purpose probes and a measuring technique elabora@@@osphere. After the blow-through when the measurement starts,
at the Institute of Fluid Flow Machinery were appliggee the complete leak tightness is secured. After measurements, the
[16,17). The multi-purpose probe enablé® measurements of Probe tips have to be restored to their original condition due to
spanwise distribution of static and total pressure, temperature datg€ flow velocities and aggressiveness of steam, which destroys
flow angles between the blade rows at selected sections along i téflon layer. _ _ _ _
circumference where access is availali®,determination of ve-  Before measurements the probe tips are calibrated in the wind
locity distribution and evaluation of mass flow rate at characteri§dnnel. The calibration can be carried out in dry air or in wet
tic control stations, and3) determination of enthalpy drops andSteam with the wetness fraction less than 10e[18]). The
estimation of expansion lines for the subsequent stages. position of the probe inside the turbine is determined with an

The probes can be installed during nonstop operation into sgg&curacy of 1 mm. The pressure is measured with an accuracy of
cial seats prepared during an overhaul of the turbine. The instdi> MM Hg, which means that errors in determination of pressure
lation of the probes does not disturb the turbine operation. THe the LP turbine do not exceed 1%. Temperature readings are
probes are usually 2—3 m long and perform only radial mov&ccurate to 0.2-0.5°C. Errors in determination of flow angles are
ments (with revolution. They are usually operated manually;'ess than 1 deg for the yaw angle and 10 deg for the meridional
however, in exceptional cases as well as during the calibratigilgle-
their movement is motorized. . -

A view of the measuring probe is presented in Fig. 3. It can b7e LP Turbine Efficiency
classified as a disc probe. This type of probe is not sensitive toBoth the computational model and measurement technique en-
water films which form on it during the measurements. The protable the evaluation of enthalpy losses in subsequent turbine stages
head consists of four Pitot tubes inclined towards the flow at vaand turbine efficiency. The enthalpy losses can be defined as

meridional view with measuring instrumentation is presented
Fig. 2.
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are measured. As a result of evaluation of cascade loss in wet
steam, the equilibrium dry fraction can be found at the €xim
the equilibrium steam tablesFor details of the method s¢&6].

Symbols: A measurement method for evaluation of efficiency in wet steam
¢ - velocity turbines without measurements of dryness fraction is also de-
p - pressure scribed in[20]. o _ o
i - enthalpy Accuracy of determination of LP turb_lne efficiency bgsed on
the method presented above was studied by kamgwski and
) Marcinkowski[21]. Errors in evaluation of efficiency for stages
Subscripts operating in superheated steam depend on errors in measurements
ex - at exit of pressure and temperature distribution, errors in averaging of the
in - at inlet obtained distribution, as well as on variation of these parameters
5 - Isentropic during the measurement due to load fluctuations. Besides these
I- last stage in factors, estimation of efficiency in exit stages operating in wet
superheated steam steam is charged with uncertainty over the measured leaving en-
ergy and calculated value of cascade losses, the latter found in
Superscripts [21] to be a prevailing error component. The error in efficiency
‘ _ total estimation for the exit stage i$7»==*=3%, for the LP turbine as a
whole—A 7= *+1.5-2%.
Paoints
® - measured
o - calculated 8 Computational Domain and Input Data for 3D

Computations

The five-stage LP turbine is calculated on a structured H-type
grid of 4,600,000 cells in total refined near the endwalls, blade
walls, trailing and leading edges—64 cells spanwise, 60 cells
pitchwise, and 100-120 cells axially in each blade-to-blade pas-

Fig. 4 Expansion line in an LP turbine for evaluation of effi-
ciency from measurement data

i—i i o—i...+C2/2 sage. The number of cells in the axial direction varies with blade

IEX IeX,IS 'ex 'ex,|s CEX/ . . . . . .
{=— ;= o , (5) rows depending on the extension of axial diffusers. Grid refine-

lin~ lexis lin~ lexis ments at the walls fulfill requirements of the assumed turbulence

where¢, ¢* are the enthalpy losses without or with the leavingnodel in the boundary layey( =1-2). In the course of inves-
energy, respectiveliGe, is the exit velocity; andy, , ey, iexis are igations, grid-independence checks were r_nade using a coarser
the inlet total enthalpy, exit static enthalpy, and exit isentrop rid of 3,800,000 cells and a more refined grid of 5,700,000 cells.

enthalpy referring to the exit pressufguperscript denotes total ith the o_b_servation thaf[ the results obtained on the three grids
values. show no visible changes in flow patterns, and there are no changes

; ; ; PP in stage and turbine efficiencies, the calculations carried out on
In the computational model, the isentropic enthalpy is given iy stac ’ S
the formi exis=i (Pex: Texis) = i (Pex:Pexis). Where the isentropic the grid of 4,600,000 cells were assumed as grid-independent. The

temperaturel o, ;s OF iSentropic densityey;s can be found from flow-field results enclosed in this paper are obtained from this

. o TN ofnk TH grid.
tEhes %g)rc;nedﬂﬁpyrhrésecacr?%ﬂ%’;ﬁggé’;?,ff;{f) iC:.l(lpl?C;lT{?])e EZ%% o The gridded computational domain for the five-stage LP turbine
as. 3 y alytically {n meridional view at mid-blade-to-blade distance and fragment of
constant specific heats, and only numerically for the case of vaye i i plade-to-blade view at mid-span are presented in Fig.
able specific heats. The enthalpy losses are mass-averaged§ e figure exhibits also places at the endwalls where source/
take into account the presence of leakage streams aﬁﬂk-t

extractions—source/sink boundaries are treated here as inlet/%}e dyggngggﬂg\?g (\\}\c/)i?r?ltthoen?n?rr:als%po;igl Iggrs;ngtaegefqu'
boundaries, respectively. y 9

0,18 correspond to injection or extraction of leakage flgwsder

. . t
The procedure of gv_aluatlon of enthalpy drops in subsequetﬂg stators of stages 2 to 5 and above the rotors of stages)1 to 4
turbine stages and efficiency of LP turbines based on the measules’i o the extraction points downstream of stage 3 and 4

ment data is explained in Fig. 4. It makes us¢lfmeasurements Boundary conditions for calculations of the LP turbine are as-

of distribution of static and total pressure and temperature at tgﬁmed based on values of parameters for nominal load obtained

inlet to the turbine and at the exit of subsequent turbine staggs . . ) .
L L m the measurement technique described in the previous
operating in superheated steaf®), measurements of distribution section—at the inlet: static tempgratur dTis=538 K, static pF;eS-

of static and total pressure at the exit of turbine stages operating in_ - _ ! noT

the region of wet steam and measurement of the leaving ene ‘si I;ggti_oﬁ'ils‘(lx ch g aétsttﬁgce;?tg?;% It?enn:pzegrztz u(kJ/ It(Lglr’a?iE)yr;
H H H in_ . y . m

and (3) calculation of cascade losses for stages operating in perature is To—316K, static pressure ispe,—0.086

steam. This method does not draw on measurements of dryn . LS
fraction. For superheated steam, the mass-averaged meastrad P iex=2352kJ/kg, andke,=0.905 (subscriptsin and ex
; ; P ; g agaote inlet and exit valugsinlet/exit boundary conditions re-

for Eq. (5). For wet steam, the measured inlet/exit pressures gigéured by the solver are total temperature and total pressure at the

the isentropic enthalpy drofirom the equilibrium steam tables inlet Ti=539K, pj;=5.19x10° Pa, and static pressure at the
The real static enthalpy drop for the wet steam stages is theXit pex=0.086x 10° Pa. The static temperatures and enthalpies at
found assuming some value of cascade loss coefficient. This vatbe inlet and exit are used to receive a proper linear relationship
is obtained from a 2D streamline curvature sol@@e[19]). On for variation of the specific heats. Values@j, ¢! can be found

the other hand, another considerable part of loss in LP turbinésm the following system of linear equatiofthe third unknown
that is the leaving energgincluding also the energy connecteds i)
with the tip leakageneeded for Eq(5), is found from the mea-
sured distribution of exit velocity. Thus, of all loss components,

only cascade losses in wet steam stages are calculated, whereas i=c T+ ECI T2 + %H .
. . in v0lin 2 v in i 0>
cascade losses in superheated steam stages and the leaving energy Pin
Journal of Fluids Engineering JANUARY 2005, Vol. 127 | 87
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STAGE 1 | |
STAGE 2 12 13

17 18T
STAGE 3 STAGE 4 STAGE 5

Fig. 5 Computational grid for the five-stage LP turbine in meridional view at mid blade-to-blade distance and fragment
of the grid in blade-to-blade view at mid-span

. 1., Pex . system of 0/1D procedures that calculate a simplified heat-and-
iex=CpoText Echeer — +ig; (6) flow balance of the turbing22]. These data for subsequent source/
Pex sink slots are collected in Table 1. Additionally, the meridional
c-+cT +R angle at injection slots, as measured counter-clockwise from the
v0 v'in

. projection of the turbine axis on the meridional plane, was as-
Cyot CLTin sumed —60 deg for the upper endwalleakage over shrouded
are assumed rotor bladeg and 60 deg for the lower endwalleakage under

The individual gas constafiR and specific ratioy;, tor blades Th il le of leak ot d clock

here to be values from the inlet in the region of superheated va[?&? or blades 1he swirl angle of leakage Jets, as measured clock-

(R=1452 J/kg K, v;,=1.32). Solving the system of equatiof@ wise from the projection of the turbine axis on the blade-to-blade
1 /1N . .

. — o S plane, was assumed to be 60 deg at the upper endithllis to
'?'Ir\'ﬁss Civr;);h??rgr;]é I;gcl)(f, Z';( ;ectség7tg”n(1%55t3:;slgga?%ilsf‘];rc?rﬁ approximate the direction of the main flow downstream of the
’ o ) stators, assuming that there is little change of leakage jet direction
1413 J/kgK(for T=538 K) to 3338 J/kg Kfor T =316 K), andc, iy the rotor labyrinth sea)sThe swirl angle at the lower endwall
changes from 1865 to 3790 J/kgK, whereas the specific heat rz*ﬂas assumed to be @fhis is due to the anticipated axial outflow
v changes from 1.32 to 1.135. from the rotors and also due to lack of further information on the

The computational domain extends on the region over UBshavior of leakade iets in stator labyrinth seals
shrouded blade tip&otor of stage B which enables direct com- Vi ge jetst yn &

putation of leakage over this type of blade. The labyrinth seal .

regions of shrouded blades and extractions are not in the comgu- Computational Results

tational domain, but the source/sink approach is used to tackleFigure 6 shows the axial distribution of mass flow rate in blade-
leakage flows and extractions. The needed boundary conditidnsblade passages of subsequent turbine blade rows. The mass
for the source/sink approach such as mass flow rates and tdkalv rate at the inlet is equal to 104.8 kg/s. Changes of the mass
temperatures of leakage flows and extractions are found fronflew rate at consecutively humbered source/sink slots along the

Yin=

Table 1 Source /sink parameters for the five-stage LP turbine

Slot no. 1-2 3-4 5-6 7-8 9-10 11 12-13 14-15 16 17-18
Location Rotor 1 Stator 2 Rotor 2 Stator 3 Rotor 3 Extraction 1 Stator 4 Rotor 4 Extraction 2 Stator 5
G (kg/s) +3.31 +2.23 +1.82 +1.40 +1.10 —6.00 +0.51 +1.11 —5.50 +0.33

Tor (K) 538 488 488 435 435 e 377 377 . 352
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Fig. 6 Mass flow rate balance in blade-to-blade channels of subsequent turbine blade rows (numbers from 0.0 to 1.0 show
nondimensional axial distance within subsequent blade rows )

turbine are due to tip and hub leakage flows, or due to steanrbine at the mid-blade-to-blade distance is presented in Fig. 7
extraction at two extraction points—slots 11 and(h6te that the (note that a velocity vector is not an arrow but a dot with a stretch
tip leakage over unshrouded blades of rotor 5 is not separattbwing the direction of the velocityThe main flow through the
from the main stream, as the tip region belongs to the computarbine for nominal load seems to be regular and well-streamlined.
tional domain of the stage)5 There are no signs of massive separations. The flow remains at-
Figures 7-11 illustrate the process of expansion in the turbirnached to the endwalls, except for local regions of interaction of
A plot of velocity vectors through the meridional section of théeakage flows with the main stream. Flow details in the region of

1,

*12

Fig. 7 Computed velocity vectors at mid blade-to-blade distance
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ROTOR 1

TOTAL PRESSURE
1+ .3200E+06
3+ .3400E+06 — o
5+ .3600E+06
7> .3000E+06
9> .4000E+06
11> .4200E+06
13> .4400E+06

Fig. 8 Tip leakage flow over shrouded blades of rotor 1: veloc-
ity vectors in meridional view at mid blade-to-blade distance
(left) and total pressure contours in circumferential view 25%
of rotor axial chord downstream of the trailing edge (right)

STATOR & ROTOR 5

Fig. 10 Hub leakage flow under shrouded blades of stator 5:
velocity vectors in meridional view at mid blade-to-blade dis-
tance

rate of this leakage flow is very low as the labyrinth seal is placed
here some way down below the hub contour, and partly because
the injected fluid also makes up for a mass flow deficit at the root

of rotor 5.

Throughout the turbine, the velocity increases from the sub-
tip leakage over/under shrouded/unshrouded blades are givers@fic range to achieve supersonic values in passage throats of
Figs. 8—10. Figure 8 shows velocity vectors and total pressugtages 3—5. Figure 11 shows sample Mach number distributions at
contours in the rotor of stage 1. Two endwall slots, that is orf@id-span sections of stage 3 and 5. The mean exit Mach number
sink-type extraction slot upstream of the blade and one sourg@wnstream of the stators of stages 1-3 is®75, downstream
type injection slot located downstream, mark the entry to, and efft the stator of stage 5 is M1.2. However, due to the large
from, the labyrinth seal. Flow extraction in the sink affects littlépanwise gradient of reaction as shown in Fig. 12, the Mach num-
the velocity distribution in the main stream. However, sucking oter reaches locally 1.6 at the root of stator 5 and near the tip of
some boundary-layer fluid at the tip endwall to the sink slot supotor 5. Figure 13 shows the calculated spanwise mass-averaged
presses the development of secondary flow at the tip. Injection@stribution of enthalpy losses in stage 3, 4, andtlfe leaving
the leakage flow into the main stream downstream of the rotBpergy not treated as a loss hees captured 30% of the rotor
blade tip gives rise to mixing processes, being a significant source
of total pressure or enthalpy loss at the tip. Figure 9 shows total
pressure contours in the tip leakage region over unshroud--'
blades of rotor 5 at two circumferential sections—one section I~ 'A% THBER
cated still within the blade-to-blade passage of the rotor and t  3- .3e0eE-00
other section located 25% of the axial chord downstream of tl 3: 2232532
trailing edge. Visible are the effects of a jet created in the ge 13: iéggggi
between the blade tip and casing. After leaving the gap, the 13, igeeE+e1
separates from the endwall and forms a clockwise rotating vort
where the tip leakage loss is concentrated. Figure 10 illustrates
injection of the hub leakage flow under stator 5. The extension
the mixing zone that can be seen from the velocity vectors
relatively small. This is partly due to the fact that the mass flov

STAGE S

(2]

TOTAL PRESSURE
1> .1000E+05
3+ .1300E+05
5+ .1600E+05
7> .1900E+05
9 .ZZOOE+05

Fig. 11 Mach number contours in stages 3 and 5 in blade-to-
blade view at mid-span

11» .2500E+05 -
13» .2BOOE+05 e
3 -
6 Em—t 4 —
3 JE e
55 —— bl
- ~
2| _al-- =
b - )
O -4 - —
< s
= =
» o
.3 -
\ -~
5.
2 7
Fig. 9 Tip leakage flow over unshrouded blades of rotor 5: T 2 -4 B .8 1.8
total pressure contours in circumferential view 5% of rotor BLADE HEIGHT
axial chord upstream of the rotor trailing edge (left), and 25% of
rotor axial chord downstream of the trailing edge (right) Fig. 12 Spanwise distribution of reaction in stages 3, 4, and 5
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to satisfy the enthalpy drop through the turbine from the condition
fin—Tex= Y/ (y=1)(Pin/pin— Pex/Pex), S€€ EQ.(3), Yielding R
.4 =436, y=1.21.

Table 2 gathers computed and experimental pressures, tempera-
| tures, enthalpies, and mass flow rates downstream of subsequent
q.f stages. There are minor differences downstream of stages 3, 4, and
S 3 ] 5 between the measured pressure and pressure calculated in the

variable specific heats model. The differences are larger for the

STAGE LOSS

~4 —_——— / model of constant specific heats. The temperature calculated in the

A IR - ‘:-_Th.,/' | model of variable specific heats agrees well with the measured
M 3 ———F— V_ﬁ}g value downstream of stage 5. The discrepancies are more signifi-
cant downstream of stages 3 and 4. These calculations seem to

04 2 4 -6 -B 1.8 underestimate the temperature drop for the first three stages and
BLADE HEIGHT overestimate it for the two exit stages. The constant specific heats

approach leads to erroneous determination of temperature down-
stream of stage 5. The most noticeable unphysical result is a drop
of temperature below 230 K in case A downstream of stage 5. On
the other hand, the temperature downstream of stages 3 and 4 in
ng constant specific heats model case B is closer to the experi-
gngptal value than in the variable specific heats model. The ob-
Served differences in determination of temperature and pressure
fields, as well as different ways of evaluation of the enthalpy in

cially in stage 5 (see[23]). The enthalpy losses of the five-stageeach c.omputati(.)nal. model and in measurements, Iead. t.o differ-
LP turbine as a wholéhis time with the leaving energy treated a€"CeS in determination of enthalpy drops, power, and efficiency of
a losg are estimated at 14.4%, giving the turbine efficiency ofubsequent stages. Of all computational variants, the variable spe-
85.6%. cific heats model gives the best agreement with measurement data

for enthalpies downstream of stages 3, 4, an@d&wvnstream of
: : . : stage 5, the enthalpy calculated in the model of variable specific
10d qunr;lpgrlson W.Ith ,IA\I/:;':lllablle Expen?enﬁlleate; heats is the same as the measurement value—Tab&a2e A of
an it omputatl_ona esults From the Model of o constant specific heats model largely underestimates, whereas
Thermally and Calorically Perfect Gas case B just underestimates, the enthalpy drop in the turbine. It

In this section the computational results obtained based on @$fems that the variable specific heats model and constant specific
model of linearly variable specific heats are compared with thgats model case B give similar prediction of thermodynamic pa-
available experimental data and computational results from trmeters in the region of superheated stéatages 1-8 but in
constant specific heat model. Two cases of the perfect gas moidgl region of wet steantstage 5 the results obtained from the
with constant specific heats are considered: case A where theVatiable specific heats model coincide with the measured values
dividual gas constant and specific heat ratio are those corresposighificantly better than those of the constant specific heats model.
ing to steam conditions at the inleR=452, y=1.32 (attempting Note also that the overall turbine efficiency obtained from the
the use ofy=1.32 for computation of the whole turbine mayvariable specific heats modéas already mentioned equal to
partly be justified by the fact that this value of isentropic coeffi85.6%9 is very close to the efficiency obtained based on the mea-
cient is found in the vicinity of the saturation line, Sg&f]); and surements, which is 86%. At the same time the constant specific
case B where the individual gas constant is an average from theats model gives a value of 88.5% in case A and 87.4% in case
inlet and exit values, and the specific heat ratio is calculated soEBisTable 2 shows also the calculated and measured mass flow

Fig. 13 Spanwise distribution of enthalpy losses in stages 3,
4, and 5 (the leaving energy not treated as a loss )

axial chord downstream of the rotor trailing edge. Conspicuo
here are the increased values of enthalpy losses due to effect
tip leakage flowgespecially in stage)5secondary flowsin stage
3), and overloaded stator and underloaded rotor at the(esmpte-

Table 2 Comparison of experimental and computed mass flow rate, pressure, temperature
and enthalpy downstream of subsequent stages

Static pressure [bar] Static temperature {K]
Downstream cp, ¢v const cp, cv const
of stage = 5 cp, cv var exp. = B cp, cv var exp.
1 3.082 3.140 3.140 - 479.8 496.2 488.0 -
2 1.770 1.838 1.850 - 425.8 4553 448.0 -
3 0.737 0.782 0.799 0.799 356.0 397.6 398.1 372
4 0.305 0.334 0.350 0.349 293.9 3489 360.8 346.4
5 0.080 0.080 0.083 0.083 2257 282.0 3125 314.8
Static enthalpy [ki/kg) Mass flow rate [kg/s)
Downstream cp, CV const Cp, Cv const
of stage A B Cp, Cv var €xp. A B cp, cvvar €Xp.
1 2881 2889 2886 - 105.9 105.6 104.7 -
2 2779 2786 2786 - 105.8 105.5 104.6 -
3 2660 2664 2640 2647 105.7 105.5 104.5 107.9
4 2531 2521 2517 2531 99.4 99.2 98.0 100.9
5 2412 2366 2350 2350 93.7 93.7 922 96.0
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Fig. 14 Comparison of experimental and computed total and static pressure (left), meridional and swirl angle

(right ) downstream of stages 3 (top), 4 (center), and 5 (bottom )

rates in the LP turbine. The differences between the computed arekded to converge, which gives a total overhead of computa-
measured values downstream of subsequent stages are relatitielyal costs between 30% and 40% over the constant specific heats
consistent. Unfortunately, the largest differences here are for ttmedel.
model of variable specific heats. The discrepancies do not exceed
4% of the measured values. Most likely they result from the
single-phase flow model assumed in the computations.

Figure 14 shows a comparison of computbdsed on the vari- .
able specific heats modednd measured spanwise pitch—average%j1 Conclusions
distribution of total and static pressure as well as meridional andA state equation of thermally perfect and calorically imperfect
swirl angle behind the stages 3, 4 and 5. In general, the compugasb with variable specific heats defined as linear functions of tem-
distributions of static and total pressure downstream of subsequpatature was implemented in a 3D RANS solver FlowER for mul-
stages follow the trends observed in the experiment. There is at&tage turbomachinery applications. The approach was validated
a good qualitative agreement between the computed and measuned five-stage LP steam turbine featuring different steam condi-
distribution of the swirl angle. As for the meridional angle, theions from superheated to wet steam. It was found that the method
comparison is distorted due to weak accuracy of measurementyields reasonable determination of averaged thermodynamic pa-
this parameter. rameters downstream of subsequent turbine stages as well as good

The calculations were carried out on a PC Pentium IV 2.4 GHestimation of turbine efficiency, as compared to the measurement
In the case of variable specific heats, about 5000 iterations weesults. The computed spanwise distributions of static and total
needed on the highest level of multi-grid,600,000 cellsto pressure and swirl angle in stage-to-stage gaps were also found to
reach the convergence of the solution to a steady state, amountiggee relatively well with the available measured data. It was also
to 150 CPU hours. The variable specific heats model requirgsown in the paper that the method gives better solution over the
about 25% more CPU time than the constant specific heats modweldel of thermally and calorically perfect gas, especially in the
for a single iteration. Usually 10%—-20% iterations more areegion of wet steam.
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A Review of the History of the
National Advisory Committee for
Aeronautics Centrifugal
Compressor Program and Arrival
at Current Computational Design
Procedures

Joseph T. Hamrick Before and during World War I, the design and development of single stage high pressure
Aerospace Research Corporation, 5454 ratio centrifugal compressors was essentially a cut-and-try exercise. To reach a high
Aerospace Road, Roanoke, VA 24014 pressure without substantial experimentation required multiple stages of impellers and

diffusers with pressure ratios in the 2:1 range. While such arrangements were satisfactory
for commercial use where weight was not a major consideration, they were not suitable
for jet engines. The centrifugal compressor for the Whittle engine, the first British jet
engine, was developed by trial and error with numerous modifications of the hub-shroud
profile. The centrifugal compressor section of the National Advisory Committee for Aero-
nautics (NACA) designed, built, and tested three compressor impellers during and after
World War Il. They were part of a program designed to evaluate various blade shapes, but
encountered such instabilities at the design pressure ratios that the experimental results
led to no definitive conclusions. In 1948, the Centrifugal Compressor Section was given
the assignment to further investigate the three impellers. The investigation led to the
development of a quasi-three-dimensional design procedure that eliminated the guesswork
from the basic design of a centrifugal impeller. Since the 1948 to 1955 time period over
which the procedure was developed, the advances in computers have allowed refinements
in the original computational methods. It is the objective of this presentation to review the
history of the NACA centrifugal compressor program and efforts that have led to the latest
developments in computational design procedufBI: 10.1115/1.1855326

Introduction Numerical Analysis

The fact that the British had used a centrifugal compressor inFor guidance in developing numerical analysis methods, a
the Whittle jet engine sparked a movement at the Cleveland Lalsiudy of a textbook by Professor A. StoddlH (translation by
ratory of the National Advisory Committee for Aeronauticd-ouis C. Loewensteinof Germany was made. The contribution of
(NACA) to perform further research on centrifugal compressofgat reference was significant. Professor Stodola drew from a
following World War II. During the war, the primary use of cen-number of theorists, one of whom was &&l, who introduced the
trifugal compressors was supercharging piston engines. In adencept of stream filaments in the flow process. A method was
tion, turbines driven by engine exhaust gases powered centrifuﬁi}?"sed[z] in which the average velocity distribution in stream

compressors that were necessary for high altitude flight. For t es fr_om the impeller hub to_the shroud was obtained through
. ; . . . out the impeller. The computations were laborious and were done
pressures required for jet engines, it was clear that impeller design .
operators of mechanical calculators. Those calculators were

procedures that were used for the turbochargers and_ multist %vy and expensive, costing fifty to sixty times what a hand held
compressors_were not adequate. As a result, _the C_er_1t_r|fugal C%Té'ctric calculator costs today. Additionally, tables had to be used
pressor Section of the Compressor and Turbine Division was 8¢ |ogarithmic and trigonometric functions. Use of computers
signed the task of deriving flow analyses of impellers of existingas aimost out of the question. They were extremely expensive
designs and arriving at effective design procedures for highgad took up a whole room.
compression ratio impellers with predictable performance. Three impellers with varying blade shapig that had been
The numerical analysis attempt for one of three impellers thagsted were available for analysis. An impeller with parabolic
were available showed the deficiencies of the original design abthde shape was selected. An analysis of flow through the impeller
in further developments of the numerical analysis method, a rapidhis made. The analysis showed severely adverse velocity gradi-
design procedure resulted. It is the aim of this paper to relate thets along both hub and shroud surfaces. It was concluded that the
history of the NACA centrifugal compressor program and devefdverse velocity gradients had resulted in flow separation, ac-

opment of subsequent computational design procedures. counting for the poor performance of the impeller at pressure
ratios above 2:1. As a result, an effort was made to design pas-

sages for an impeller with as few adverse velocity gradients as
Contributed by the Fluids Engineering Division for publication on tb&/RNAL ossible.

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . .

August 25, 2004; revised manuscript received September 7, 2004. Review Con—The impeller was designated MFI-1A. The blade for the impel-

ducted by: Y. Tsujimoto. ler was designed by a method developed by Stadditin which a
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Fig. 2 The hub and shroud shape for the MFI-1

formance. The good performance of the MFI-1 was attributed to
minimizing the adverse velocity gradients in the impeller pas-
sages.

Past centrifugal impeller design efforts had been centered about
the blade design. Three-dimensional flow considerations had
somehow been neglected both in Europe and the U.S. With the
arrival at what was, in effect, a quasi-three-dimensional numerical
design method in the MFI-1 program, a much more predictable
performance was possible. There was one drawback to the itera-
tive design procedure undertaken for the MFI-1 in that approxi-
mately 500 h of calculating with hand calculators was required.
An effort was put forth to arrive at a more rapid design method. A
method for which the average velocity was prescribed at the hub
4 1 ] 7 ] 1 I ) | \ J for a base streamtube was developed for a prescribed blade shape
0 [6]. Flows for succeeding layers of streamtubes were then calcu-
lated in the number needed to reach a shroud shape commensurate
with the overall required flow rate. Blade surface velocities were
computed based upon the assumption of a linear pressure varia-
tion across the passage between blades. The method proved to be
straightforward and rapid.
deWith the development of a rapid design method, a return was

ssible to the original commitment to investigate the effect of

ade curvature on centrifugal impeller performance. The shrouds

1.0~

TRAILING-FACE VELOCIT

DRIVING-FACE VELOCITY

VELOCITY RATIO RELATIVE TO IMPELLER, Q

. 4 6 k
DISTANCE RATIO ALONG MEAN LINE, L

Fig. 1 Velocity distribution and blade shape for the MFI-1 im-
peller

prescribed velocity distribution was used to determine the bla
shape. Both velocity distribution and resulting blade shape
shown in Fig. 1.

The method of Hamrick et a2] was used iteratively to arrive
at a hub-shroud profile for which the mean velocity, shown in Fig.

1, would be maintained from hub to shroud. To account for whe ADIABATIC
were perceived as real fluid effects, the blade height was increas 6 EQUIVALENT  INLET EFFIGIENGY
by a percentage of the outlet blade height varying linearly witl SPEED TEMP ad
distance along the shroud, from 0 at inlet to 74% at the outlet. Tr2 .| ‘F‘;;;/gc) RN ‘

75

resulting hub and shroud shape is shown in Fig. 2. The perfog

mance of the MFI-1A is shown in Fig. 3. W & 700 82)/// 70
For a second configuration, the percentage of the blade heic2 4 o I?gg

increase was cut in half. The changed configuration was desi$ ¢ 1200 AMBIENT

nated as the MFI-1B. There was little change in performance. & i} e :288

Diffuser vanes were added at the outlet of the MFI-1B impellerz > 1600
The results proved the effectiveness of the numerical design. TS
40-vane diffuser dropped the outlet velocity to Mach 0.2. Thé™
efficiency was 75.5% at 4.7/1 pressure ratio. Tests with a larger |
S. Army Air Force J-33 jet engine centrifugal compres§br R R

showed that the compressors have an efficiency of 76% at a 4.7 '
pressure ratio. The J-33 was a copy of the Whittle engine. Tt EQUIVALENT WEIGHT FLOW, WA/@ /O LBisEC
compressor for that engine required testing of numerous modifi-

cations of the impeller before arrival at one with satisfactory per- Fig. 3 Performance map for the MFI-1A

Journal of Fluids Engineering JANUARY 2005, Vol. 127 / 95

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In conversations with persons currently and previously in-
volved with centrifugal compressor research, it appears that the
rapid approximate design method of referef6g stands some-

~
L
H

1 SHROUD

J L |
C 2.4 & 8100 2 4 6 8100 2 4 6 8
DISTANCE RATIO ALONG STREAMLINE, L

(8) (o))

0 Energy Systems Ing.and co-author, co-developer of reference
[6], it was learned that Cooper Bessemer used the rapid approxi-
mate method of referend®] with refinements based upon their
in-house expertise to design a wide range of compressors for vari-
ous applications, including natural gas pipe lines. The de$ibfis
were not checked by viscous flow analysis methods. Their pri-
mary concern was preparing designs having a minimum of ad-

) » verse velocity gradients in the impeller passages. The designs

of the three impellers of referend@] were modified by the were efficient ranging up to 92%. The method has been widely

method of referencg6] and tested. No allowance was made fo[;sed and is recommended for use in compressor designs with

VISCOUS effects. The hub and Shroud Ve|OCItIes fOI’ the mod|f|%mpression requiremen’[s of 2/1 or above.

shrouds are shown in Fig. 4. o _ There are a number of viscous analysis methods. Among them

~ The calculated hub velocity of the original parabolic bladegye the lectures in 1985 presented by the NATO Advisory Group

Impeller is shown in Flg 4. It was the Only one of the three fofor Aerospace Research and Deve|0pmmARD) [13] The

which flow was analyzed. The performance maps, before and AlGARD lecture series is on file in the library of Virginia Poly-

ter, for the parabolic bladed impeller are shown in Fig. 5. Comgchnic Institute and State University, Blacksburg, Virginia.
plete information on the results of tests on the three impellers is

given in referencé7]. Summary

In 1956, there was no detailed information on the prediction of . . . .
boundary layer behavior on the flow inside impellers. A 48 in. A review of the published literature has revealed that a major

diameter radial flow impeller was instrumented to measure velofé‘;Irt has been made to develop computational flow procedures

s _

oo = what alone for the initial design of impellers in the pressure ratio
gﬁ‘; BL o \‘3, SHROUD range of 2 or above. The initial design of an impeller application
£ A olomormo—00 by reference[6] can be evaluated by the methods of reference
ég 4 \{Hua, . [13].

g2 (g omemaL = In discussions with Kenneth Smith, former chief engineer at
8,9 201 11 3 Cooper Bessemer Rotating Products Divisioow, Rolls-Royce

d t

>

A

=

Fig. 4 Hub and shroud velocities for three impellers with
modified shrouds

ties in the impeller passages. The results are provided in referefftfe c@lculating viscous flow effects. Current design procedures
[8]. At the time, velocity patterns at the passage surfaces codffiow essentially those developed in the initial phase of the
only be deduced. Some 30 years after the work on the 48 ACA centrifugal compressor program. Adjustments can be made
impeller was completed, John and Joan Moore made a detail@dhe designs by calculating viscous flow effects. However, in the
analysis of flow in the 48 in. impelld@]. Their calculations were US€ Of viscous analysis methods, a point of flow separation is
based upon methods contained in refererid€s and[11]. The difficult to predict. The_r_efore, it is important to design for no
calculations included losses due to viscosity, secondary flow, afigceleration on the trailing face of the blade. .
tip leakage. Calculations for off-design flows, as well as design 32Sed upon the test results with the 48 inch impeller, separation
flows, were in general agreement with NACA measurements. ©n the driving face is not expected even with adverse velocity
In 1982, design of a 60 in. diameter impeller was initiated. @radients. The design of a blade shape by prescribing the velocity
was later fabricated and tested at the National Aeronautic aftibution and arriving at the number of blades by the method of
Space Administration NASA, Cleveland laboratory. The methdigerencel4] followed by the design of the hub-shroud shape by
of reference§10] and[11] was one of several methods to analyzd® Method of referendé] is recommended. Although computer
the flow. The results of the analysis by the method of referencggitware can be written for the methods of refereriégsand|6],
[10] and[11] are contained in referen¢@2]. it is still necessary to make a judicious prescription of velocity for
the blade. The method of referenc8] may be used to analyze
viscous effects.
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1

free surface occurs in a general inkjet print head. Because Nl
complex physical fluid behavior, numerical simulations have been
a common approach to characterize fluid behavior such as pr
sure and velocity fields in time and space. Antohe and Wa|lake
and Khaskid 2] used theansys finite element progranfANSYS
Inc. Co., Canonsburg, PA, USAo facilitate fluid—structure inter-
action computations. Their approach divides the inkjet operation
into several discrete processes. These are modeled sequentia
with the results of one fed into the next. Y¢B,4] simulated a
number of processes from drop generation to impact onto t
substrate using the finite eleme(fEM) and volume of fluid
(VOF) methods. He adoptesNsys to compute equivalent force
and chamber pressure, with a spring and piston model, and fed
corresponding flow rate to a subsequent drop generation sta%e
Pan et al[5] integrated an implicit finite difference method with
FLow 3D (Flow Science, Inc., Los Alamos, NM, USAas a user
defined routine, to compute pressure change in a chamber. HA
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Introduction

Oscillatory incompressible fluid flow in a tapered tube with a

Oscillatory Incompressible Fluid
Flow in a Tapered Tube With a
Free Surface in an Inkjet Print
Head

Oscillatory incompressible fluid flow with a free surface occurs in an inkjet print head.
Due to complex physical fluid behavior, numerical simulations have been a common
approach to characterize the pressure and velocity development in time and space. How-
ever, the cost of a numerical approach is high in terms of computational time such that
approximate analytic approaches have been developed. In this paper, an approximate
analytic solution for a tapered nozzle section is described with a proper downstream
boundary condition and the physical behavior of the meniscus deformation is modeled
with a simple “window” theory.[DOI: 10.1115/1.1852474

simulations of drop formation. Liou et dl10] employed the finite
volume methodFVM) to solve the continuity and Navier—Stokes
equations coupled with VOF to track the liquid—air interface but
e motion of a piezoelectric actuator was explicitly given, ignor-
ng any influence of fluid pressure coupling on it. Only a few
audthors such as Khaskid], Yeh[3,4], Pan et al[5], Shield et al.
[8], Kyser et al[11], Wallace[12] and Chen et a[.13] have taken
into account the computation of pressure and velocity develop-
ments inside an inkjet print head chamber for their numerical
Simulation of the drop formation.
espite successful numerical simulation results for the drop
f%mation, which are capable of capturing key features of drop
g€éneration, the complete two-dimensio@D) axisymmetric ap-
proach needs a huge computation time. If the driving mechanism,
hich involves a complex fluid—structure interaction, is also part
She computational domain, then the overall computation time
ramatically increases. For example, Yeh4] claimed his nu-
merical approach took 24 h on a PC with a Pentiuni600 MH2)
rocessor with 11,300 elements and 11,871 nodes in the finite
tiement model. Wilkes et al14] reported a computational time

ever, they reported difficulties in achieving convergence; the tin}ﬁ 6—48 h of CPU time on an IBM RS-6000 3BT with a 2D FEM

step sizes chosen brow 3D are too big for the convergence of
the user programs. Therefore, the appropriate time step size se
tion is another challenge for them, which they determined by tria

and error.

in their later work, it still appears unrealistic because of stepwi
velocity histories in time. Adams and Rd@] also used very
simple but unrealistic boundary conditions for their numeric

Some authors, however, have used simplified square wave p
sure and axial velocity histories for their upstream boundary cop,
ditions to predict numerically the drop formatiat the nozzle

Fromm[6] and Shield et al.7] carried out numerical simulations
of drop formation with extremely simplified upstream boundar
conditions. Although Shield et 18] numerically computed pres-
sure and velocity histories for their upstream boundary conditi

Contributed by the Fluids Engineering Division for publication on tb&/RNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

'ﬁiping faucet problem.
Analytical approaches have also been developed to characterize
Ipgysical insights of fluid flow in a print head. These are attractive
§&cause of their inherent compactness and incomparably cheap
mputational cost, even though an analytical approach cannot
cover all nonlinear and physical behaviors. T¢@§| and Koltay
et al.[16,17) tried to solve fluid behavior in an inkjet print head
}Sy analytical means but to do this they oversimplified the real
fluid behavior. Tend15] assumed that a fluid behaves in a quasi-
%?eady state manner. As a consequence, the solution for fluid flow
¥ecomes a well-developed Poiseuille flow, which cannot be true in
n inkjet print head. Koltay et al.16,17] presented a lumped
odel of a circular orifice but their solutions are primitive and the
detailed developments of pressure and axial velocity were not
presented.

B_jfodel, for an analysis of the simpler drop formation process in the

September 23, 2002; revised manuscript received August 31, 2004. Review Con—The most successful analysis of oscillatory fluid flow in an
ducted by: M. Plesniak.
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inkjet print head using analytical methods was described by Dijks-
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man[18]. His analytical approach, using the Fourier series analpiscus deformation, will be developed and its impact will be dis-
sis to decompose the applied voltage waveform into a set of simmssed in comparison with numerical simulations.

soidal waves over time, succeeded in explaining the meniscus
motion during drop formation, so that his descriptions of pressure . .
and axial velocity history can be considered more realistic. How- Mathematical Formulation

ever, the analytical treatment of a tapered tube in his work wasin this section, the governing equations for nozzle flow and the
based on successive discrete straight tubes, which have graduddiynstream boundary condition are introduced and the linearized
descending radii. Although analytical results from the sectionirggmomentum Navier—Stokes equation is solved analytically. With
of a tapered tube may be regarded as correct when an infirfiie axial velocity histories thus described, the window model is
number of discrete tubes are used, the influence of the numbeidéeveloped to provide physical insight of meniscus deformation.
discrete tubes on the evolution of the fluid flow along the tube axis
was not investigated and it is not known how many discrete tub

should be adopted for realistic results. Therefore, his work I6}iyresent the radial and axial directions of a tapered nozzle. Five
some aspects to be improved. , main assumptions are made throughout this pafig©scillatory

The difficulty in achieving an adequate analytical treatment of@,iq fiow in a tapered tube is treated as an incompressible flow,
tapered tube has been found in other researchers’ work. Baekhe walls are assumed to be rigi@) in axisymmetric cylin-
et al.[19] converted a tapered tube into a single straight tube, gfical coordinates, pressure is assumed to kelependent func-
which the volume and length are the same as the tapered tufggh along the nozzle axis since in practice the pressure gradient
Rembe et al[20] derived a simple solution similar to the Ber-along ther direction is small enough to be ignored compared to its
noulli equation, based on the mean value theorem of calculygadient along the direction, (4) convective acceleration terms
These solutions are relatively primitive and do not give the dere ignored since themomentum Navier—Stokes equation is lin-
tailed developments of pressure and axial velocity along tkeirized,(5) the wavelength of the oscillation is assumed to be
nozzle length. A better treatment of fluid behavior in a taperefirly long compared to the dimensions of the tapered nozzle.
nozzle is found in the work of Hart and Sf21]. They achieved  With the above five main assumptions, the axial velocity func-
an approximate analytical solution based on an averaged axial flion, V,(r,z), as shown in Eq(2), can be obtained from the
from the continuity equation and this solution was utilized to oHinearizedz momentum Navier—Stokes equation as shown in Eq.
tain pressure and axial velocity with linearized Navier—Stoked) with the convective term discarded and also wiftv, /97>
momentum equations. Their solution, however, must be used withglected, due to the long wave assumption. Héfe,p; , andv
a very small taper angl@®.5 deg in their work since the approxi- are radial velocity, fluid density, and kinematic viscosity respec-
mate function describing the area change of a tapered tube lotesly. A no-slip boundary condition is applied to E() and an
its accuracy as the taper angle increases. A similar procedure vaasumed time dependene!, wherei and » are the imaginary
used by Chakravarty and Mand&2] but the taper angle is still number and angular frequency, respectively, is omitted in all equa-
very small at 0.5 deg and it is not clear whether their solution t#ns for convenience.
suitable for a larger taper angle.

2.1 Analysis for the Nozzle Section. The analysis of a ta-
8red nozzle uses a cylindrical coordinate system wheed z

The downstream pressure boundary condition is another issd&JrV ‘9VZ+V N, __ i fﬂ) ’92VZ+ E‘y_VZ+ PV,
presented by Bogy and Talk@3] and Antohe and WallacgL]. at "or oz ps 9z grz o roar 972
Bogy and Talkg 23] described the end condition as an open-end (1)
pipe, where pressure becomes zero. Dijksifiis} also used zero
pressure as the downstream pressure boundary condition at the V,(r,z)=— l (1_ Jo(Ar) IP(2) )
nozzle tip. An open-end pipe implies that the reflecting pressure = flw Jo(A-R(2))] oz

R2) ¢ J
J— + [
pm (rv,)dr oz

0

(4)

07%

3 r-Jo(\r) d
Jo(-R(2) "

wave has the same magnitude as the incident pressure Wavelhuéq_ (2), R(2) andX are defined as;—z-tand and J—iwlv,
with the opposite sign. However, Antohe and Walldtéstated \ herer, | 7 and are the inner radius at the upstream end of the
that the downstream pressure boundary condition at the nozzleip; ;je “the axial coordinate, and the taper angle respectiyigly.
resembles a closed-end pipe, where the pressure derivative Wy p(z) are a Bessel function of the first kind and a pressure
respect to the nozzle axial direction becomes zero. Imposinghction, the latter to be determined. Incompressibility and rigid
zero downstream pressure boundary condition certainly does 9g{fll assumptions yield Eq4) from the continuity equation as
depict the fact that the axial velocity decreases as the nozzle @ffown in Eq.(3)
fice becomes smaller due to higher capillary pressure. From these
contradictory findings by Bogy and Talk€3], and Antohe and f IR(Z)rV drl=o0 3)
Wallace[1], a better approximation for the downstream pressure 0 z
boundary condition is required.

Finally we consider the modeling of meniscus deformation dur- P*P(2) dP(z)
ing inkjet printing. It was observed by Meinhart and Zhd2d] Fa(2) ——=
that the free surface of the meniscus deforms when a liquid is
pushed outward during the deformation, in which case the centvahere F3(z) =F,(z)/F,(z), andF(z) andF,(z) are defined as
region of the meniscus inverts from concave to convex. This disllows:
formation and inversion process has not been modeled with pre- R(2)
vious analytic methods. Therefore, a so-called “window model” Fl(z):J r
will be proposed here to take into account the meniscus deforma-
tion where mass transport takes place during the early stage of the
meniscus development. Eoig)— R@@) q \-tan#J; (N -R(2))

Our main goal is to achieve an acceptable and straightforward 2(2)= o r-Jo(Ar)dr- (Jo(-R(2)))?
analytical solution for the nozzle part of an inkjet print head, 0
which has a relatively steep taper angle compared to those usedfﬂgation(@ yields pressure and axial velocity functions as shown
authors such as Hart and Si#1] and Chakravarty and Mandal in Egs.(5) and(6)
[22]. A simple method to achieve a downstream pressure bound- z
ary condition with an oscillatory free surface will be described. P(z)=C;+ Cz-f exp(—filFs(g)dg)dg (5)
Finally, the “window model,” which describes the process of me- 2
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the overall nozzle. However, pressure and axial velocity at each
piece of a cylinder are treated as constant and they abruptly
change at each adjacent boundary with this scheme. Figbje 1
instead utilizes a set of continuous tapered nozzles which are se-
ries function approximated over the rangg; ,z,,] wheren de-
notes thenth nozzle section and pressure and axial velocity de-
velop continuously. We adopt this latter scheme.

Fig. 1 Nozzle sectioning. (a) A set of discrete cylinders.  (b) A
set of continuous tapered nozzle sections 2.2 Approximations of the Pressure Boundary Conditions

2.2.1 Upstream Pressure Boundary Conditiofhe up-
stream boundary condition at the inlet tube of an inkjet print head
Jo(A1) is commonly assumed to have zero pressure when ambient pres-
Vir,2)=— iw( ~3 (>\~R(z))) (Coexp(— [ F3(£)dé))  sure is subtracted. This seems sensible when the inkjet print head
P 0 ©) is connected to a reservoir of radius much larger than that of the
o ) ) inkjet print head inlet tube, because it can be regarded as a flanged
The unknown coefficientsC; and C,, will be determined with open-end condition. In this case, the inlet tube length is extended
upstream and downstream boundary conditions. , by the open-end correction factor given by Pief26] and Ross-
~ Though exact formulas for the above pressure and axial velqgg and Fletchef26]. If the radius and length of an inlet tube are
ity functions may exist, it is time-consuming to compute single, andl;, respectively, then the open-end corrected length of the
and double integrals in the above solution, containing such a coffitet tube becomes;+0.82xr;. However, in many cases, the
plicated function ad=3(z). Therefore, an approximation of thisradius of the connecting tube does not significantly differ from
complicated function is required using a series expansion. AssufRat of the inlet tube. In this case, the connecting tube can be
ing an arbitrary coordinate, located betweem; andz, and that considered as a semi-infinite compliant tube. The pressure func-
Zp, is the mid point of the rangez; ,z,], F3(z) can be represented tion of a finite compliant tube is represented by two exponential
as shown in Eq(7) from the firstN terms of a series function. In functions with respect to the axial direction,with positive and
a similar manner, the integrand of the outer integral of (Bgcan negative argumentp, in the form of A exp(ez)+B exp(—¢2),
be replaced with a series function in K@). Capital lettersA and  \vhere A and B are arbitrary constants. The parametgrcan be
B with subscriptsk, denote the series function coefficients angyritten in terms of material properties of a compliant tube such as
index number, whileT,(z) andT,(z) denote the series functionselastic modulus, Poisson’s ratio and radial dimensions of a con-

themselves. necting tube, as well as fluid properties. One solution with either
N-1 positive or negativep is discarded and the other is retained, in

Fa(2)~T.(2)= A (z—z)K 7y order to make pressure and \_/elocity qlecay fror_n the noz_zle inlet
(2)=T(2) g@ ol ) ™ toward a reservoir. The analytical solution of oscillatory fluid flow

No1 in a compliant tube is not presented here since it is outside the
scope of this pape(tSee the work of Dijksmafl8] or Shin et al.

exp(_ J Tl(g)d§)~T2(2)=k20 By (z—zp)* (8)  [27] for details)

: . : 2.2.2 Downstream Pressure Boundary Condition With a Free
Finally, Egs.(5) and (6) can also be approximated using two se- . . .
ries functions as shown in Eq&) and (10). Surface. As it may not be possible to obtain an exact down-

stream pressure boundary condition with a free surface by analyti-

z cal means, the usual downstream pressure boundary condition
P(2)~Cy#+Co- | Ta()dE (9 used in numerical treatments is the implementation of zero pres-
A sure difference at the nozzle exit. Benjamin and Urfgedl] and

Jo(AT) Valha and Kubidg 29|, however, computed the pressure on an os-

— | 1—- ) -(Cy-Ty(z)) (10) cillatory free surface due to a vertical acceleration and their work
“pile Jo(A-R(2)) is adapted here to obtain an approximate pressure condition for
These pressure and axial velocity functions, represented by akjet printing that is better than the usual zero pressure differ-
proximate series functions, are only valid within the specifiednce. A trapezoidal voltage waveform in the time domain is de-
range of[ z;,z,]. The advantage of the adoption of series funazomposed into a set of sinusoidal waveforms in the frequency

tions representing the pressure and axial velocity functions is tlgmain. After solving the equations of the individual Fourier com-
their values are continuous within the specified range along th@onents, they are synthesized to represent pressure and velocity so
direction and they can describe the evolution of a fluid flow alontipat the resultant meniscus shape is assumed to be the sum of the
the tube axis. By preparing a sufficient number of successimeeniscus shape from each Fourier series term. This implies that
nozzle pieces with equations analogous to E§s.and (10) on our treatment requires another additional assumption that weak
each piece, the inherent error of series functions can be easibnlinearity enables the adoption of Fourier series analysis and
reduced. linear superposition.

By plotting either pressure or axial velocity profiles against the Without considering the shape of any liquid jet protruded out of
axial direction after determining pairs of the unknown coeffithe meniscus, only the meniscus location itself is considered, with
cients,C; andC,, the smoothness of solutions on adjacent nozztee assumption that the meniscus rim remains at the nozzle tip all
sections can be checked. Unknown coefficients are determinedtbg time. The axial velocity of the nozzle exit is assumed to be a
applying continuity of pressure and mass flow at adjacent boundbminant factor for the determination of the meniscus shape and
aries of each nozzle piece. If any distinct discontinuities inzhethe influence of radial velocity is ignored for simplicity of analy-
derivatives of the series functions are found at section boundariss. Except for the area close to the meniscus rim, this assumption
then the range ofz;,z,] can be decreased and the number a$ valid, since the magnitude of the axial velocity is far larger than
nozzle sections can be increased to enhance the accuracy ofthia of the radial velocity.
solutions. The location of the free surface and pressure can be approxi-

A schematic drawing of the possible nozzle sectioning is shownated via Eqs(11) and(12) if the meniscus motion is considered
in Fig. 1. Figure 1a) shows a set of discrete cylinders describings the motion of a curved membrane. Heteu, ry, 7, andV,

V,(r,z)~
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Fig. 2 Schematic of the drop formation stages illustrated by FLow 3D simulations. (a) Me-
niscus motion without deformation. (b) Meniscus deformation. (c) Inception of necking. (d)
Break-off. The different intensity of shading represents different axial velocities.

represent surface tension, dynamic viscosity, nozzle orifice radius,Fig. 2(a). Shortly after, however, the near center part of the
displacement of the meniscus from the tip of the nozzle, and axmkniscus starts bulging out. This meniscus deformation is as-

velocity at the nozzle exit, respectively. sumed to be driven by the ratio of the rate of change of kinetic
¢ v energy to the rate of change of surface energy. On simple physical

9= f V,dt' = —=, (11) grounds, if the rate of addition of kinetic energy is greater than the
0 lw energy cost from the rate of growth of the surface, then the surface

cannot be kept undeformed and meniscus deformation results. The
2 ("o Py 1agy radial position where the ratio is equal to unity is defined as the
AP= 2, n-v a2 T window radius through which fluid passes and creates a new sur-
0 face. This deformed area grows outward in the radial and axial
Equation(12), from the axial force balance, shows that the overatlirections as shown schematically in FiglbR and extra mass
pressure difference at the liquid—air interface is controlled by thiearly has been transported through the window, compared to an
mean surface curvature, which depends on the meniscus shaprieformed, uniformly curved meniscus. During this stage, the
and the second term coming from the viscous normal strgss, axial velocity of the meniscus surface approaches its maximum
It is noted that nonlinearities have been ignored in computing théth positive acceleration.
surface mean curvature. Equati@i®?) gives the average pressure During the third stage, following the peak axial velocity, the
along the hypothetical membrane surface and it is used as &p mass and kinetic energy are concentrated in the head of the
approximate downstream boundary condition. jet and a reduced mass and associated kinetic-energy flux occurs
at the nozzle exit compared to the second stage. Thus because of
2.3 Meniscus Deformation and Extra Mass Transport. insufficient mass and kinetic energy flow to maintain a uniform
For convenience, the drop formation process can be divided idigament radius, a neck starts to form at the bottom of the jet as
four main stages, which are experimentally obseri®ek Ref. shown in Fig. Zc). However, during this stage the drop still has a
[24]) and confirmed by numerical simulations. Figure 2 shows thositive mass inflow.
simulation results ofLow 3D, where these four main stages are At the fourth stage, when the axial velocity at the nozzle is
represented. At the first stage, the meniscus velocity starts increasgative, the radius of the jet ligament decreases more rapidly. As
ing with positive acceleration. From its minimum point in thehe ligament radius decreases, the mass outflow through the neck
axial direction, the meniscus moves outward with uniform curvalso decreases rapidly. Thus at this stage, the drop formation pro-
ture but without any other deformation as illustrated schematicaltgss consists of ligament stretching with little mass outflow at the

Vv,
+2ME dr (12)
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The infinitesimal rates of change of surface enecgs, and ki-

netic energydK, at a given point on the meniscus surface are,
therefore, defined as shown in Ed46) and (17), respectively.
Hence, the ratioZ, of the rate of change of kinetic energy to
surface energy at a point on the meniscus surface is defined in Eq.
(18

Nozzle wall

=—=——"+.\/1+

’9—”) (18)

Meniscus y—"
surface ar ar

If the axial velocity is positive and the absolute value fofs

greater than unity, fluid at the interface breaks through the current

surface and starts flowing outward. This simplified definition of a

window ratio may have more than one singular point, especially

where the radial gradient of either axial displacement or velocity

Fig. 3 Schematic drawing of the meniscus cross-section at becomes zero. When more than one window exists, then only the

the nozzle tip inner window will be taken for simplicity and convenience. In
reality, adjacent windows are likely to spread along the surface of
the meniscus and merge if the role of the radial velocity is taken
into account.

nozzle. At the same time, the rest of the meniscus is pulled inward

and forms a concave depression as shown in Rid. Finally 3 Results and Discussion

neck rupture occurs, releasing the drop. ) ) ) )

To determine the window radius, the following assumptions are Now, we analyze the model discussed in Sec. 2. First, in Sec.
made. Only the influence of axial velocity on the rates of changel: physical parameters such as print head dimensions and prop-
of kinetic and surface energy is considered for simplicity, becauggies, and fluid properties for computational works are intro-
the radial Velocity is much sma”er_ We take the axia| positﬁmn, duced. Next, in Secs. 3.2 and 33, deta”ed |nf0rmat|0n on com-

and axial veIocity,\A/Z, to be sums over many Fourier componentguw‘tion.aI parameters employed in the analytic and numerical
for the driving voltage signal considered earlier, as opposed (fglculatlon(s':lls co&\;/e_red. | Los Al NM, USAl t
previous Eqs(10)—(12) that considered a single Fourier compo- FLOW 3D (FIOW >clénce, Inc., LoS Alamos, ! 0€s no

nent. A schematic drawing of the meniscus surface is shown quCtly simulate the quid—structur(_a_interaction and _hence proper
Fig. 3 upstream pressure boundary conditions should be given by a user.

For this purpose, upstream pressure boundary conditions are pro-
duced for a compliant inlet tube by the analytic model of Sec.
e2.2.1, usingmApPLE (Waterloo Maple, Inc., Waterloo, Ontario,
Canada In Sec. 3.4, by feeding these analytically achieved up-
stream pressure boundary conditions backitow 3D and com-

'
i
i .
4
@
-
——
=[>
v

As is seen in the figure, the infinitesimal surface lendth,can
be represented by an infinitesimal radial length, and axial
distanced. Formulas ford| and also for the surface area of th
infinitesimal strip,dA, are shown in Eqg13) and (14).

\/7 paring analytical results with numerical results at an arbitrary
dl=/1+ —) dr (13) point of the nozzle, the developed analytic model for descriptions
ar of pressure and axial velocity history at the nozzle are validated.
772 In Sec. 3.5, local meniscus deformation, formulated in Sec. 2.3,
dA=2ar-dl=2mr\/ 1+ _) dr (14) s discussed and its impact on subsequent jet formation simula-
or tions are presented by demonstrating the difference of the incep-

Surface energy on the infinitesimal strigA, is defined aslS tlpn tlmes for the Jet formation s[mulatlon with and without con-
sideration of meniscus deformation.

=+v-dA. If surface energy is differentiated with respect to time; ) ;
Y 9y : P All computations withmAPLE and FLow 3D were run on a PC

then it yields a surface energy change ra8,as shown in Eq. with AMD XP 2.2 GHz and 512 MBytes RAM.
(15). SinceV,=d7/dt, Eq.(15) yields Eq.(16) upon exchanging

the order of differentiation. 3.1 Physical Parameters for Modeling. The overall print
head dimensions of a MicroFab print he@dicroFab Technolo-
. d / an gies, Inc., Plano, TX, USAare shown in Fig. 4. Material proper-
dS=y2mr &( 1+(§) )-dr ties of PZT 5H, which surrounds a glass capillary tube, can be
found in the data sheet of Morgan Matroc Electro Cerarf€s.
Y2t an d[ay The elastic modulus and Poisson’s ratio of a glass capillary tube
=—— —(—)dr (15) are 46 GPa and 0.245, respectively. A connecting tube joins the
dnp\? dr dt\ or inki . : . h :
14 27 jet print head to a reservoir and its material properties are
ar assumed to be 0.34 GPa and 0.46 for elastic modulus and Pois-
A son’s ratio, respectively, which are typical for a PTFE-like elastic
an IV, tube. Ethylene glycol is chosen as a fluid in an inkjet print head,
. o or of which density, viscosity, surface tension and speed of sound are
dS=y2ar —dr (16) 1113 kgm™3, 20 mPas, 50 mNm™ %, and 1680 ms %, respec-
1+ _’7) tively; these values are taken from Dijksmafis8] paper.
ar Three trapezoidal voltage waveforms, applied to a piezoelectric

o - ) actuator, are considered as shown in Fig) 5vith different volt-
The rate of change of kinetic energyK, is rather simple t0 ag9e magnitudes, 20 V for case A, 40 V for case B and 60 V for
derive. The volumetric flow rate through the infinitesimal strip igase C, but all with the same frequency, 5 kHz. These voltage

277r\72dr and hence waveforms are fed to the analytic solution of Dijksmid8] to
- A - - -5 obtain pressure and velocity fields in time and space at the nozzle
dK=3pe2mrV,dr-V;=pimrV dr-V; (17)  approximated with 50 Fourier terms. As shown in Figb)Sfor
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PZT actuated part PZT unactuated part
| 6.23 mm 8.4 mm | 2mm | 6.23mm |
]
Mmmm Inlet tuba PZT tube

=3

Taper angle / 30um
PZT outer radius 15
648um Nozzle radius
30pm
PZT inner radius

340pm

! Glass tube inner radius
254um

Fig. 4 Print head dimensions (Provided by MicroFab Inc. )

case C, 50 Fourier terms would be sufficient to describe the givgraph or computationally. By comparing eight nozzle sections and
waveforms: The root mean square relative errors for cases A, &ght terms in each series with four nozzle sections and four terms

and C are all equal to 1.59%. The overall physical properties pf each series, it is found the root mean square relative errors of
materials and operating parameters are listed in Table 1. real and imaginary parts, e.g., on the final quarter section, are

3.2 Ana|y’[ica| Computationsl In ana|ytic Computationsl 0.0015% and 0.0031% with elght nozzle sections and 0.83% and
the nozzle is divided into eight sections equally spaced as sho®®4% with four nozzle sections, respectively, comparing 4(z)
in Fig. 1(b) and the first eight terms of the Taylor series in Ef). at the base frequency. Therefore, eight nozzle sections with eight
are collected. Pressure and axial velocity functions on each s&aylor series terms are chosen for the further analytic computation
tion are series function approximated. Figurea) @nd Gb) show  sjnce this number of nozzle segments and terms does not signifi-

the comparison oF 3(z) (computed analytically wittvapLE) and
its series function approximater(z) of the first temporal Fou
rier component across the downstream quarter of the nézele

e

cantly distort the original functiorf 3(z), but it needs less com-
putation time than working with the original. An overall error is
computed as the absolute magnitude of the difference squared

the 7th and 8th sectionsThe number of terms required for th

series function approximation can be easily checked visually orP§WeeNnFs(2) andT,(z) normalized by the absolute magnitude

——— Case A 20V ——-Trapezoidal waveform
@ | Case B 40V (b) for Case C
- Case C 60V ® Fourier series
Voltage rise/fall ime 60 - eeeet approximated with 50 terms
(' = 5",5 l
50 44
: 1
T 40 40
s Voltage plateau time %
o =
= 304 t, = 20ps g 301
> s
/ > [ ]
20 20 4
10 10
01 T T T 1 o9 T
0 50 100 150 200 0 50 100 150 200
Time [us] Time [ps]

Fig. 5 Voltage waveforms. (a) Three voltage waveforms for cases A—C.
rier series approximated voltage waveform for case C with 50 Fourier terms.

(b) Fou-

Table 1 Physical properties of materials and operating parameters used for simulations

Glass capilliary tube PTFE connecting tube

Elastic modulus 46 GPa 0.34 GPa
Poisson’s ratio 0.245 0.46
Ethylene glycol

Density 1113 kgm ® Viscosity 20 mPas
Surface tension 50 mkh?! Speed of sound 1680 m *

Case A Case B Case C
\oltage 20 V 40 V 60 V
Frequency 5 kHz 5 kHz 5 kHz
\oltage rise—fall timef, 5 us 5us 5us
Voltage plateau timet, 20 us 20 us 20 us
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Fig. 6 Comparison of F3(z) and its series function approximation T1(2) with four
nozzle sections and four terms per section, and eight nozzle sections and eight
terms per section. (a) Real part of these functions.  (b) Imaginary part of these func-
tions. (c) Overall error of series approximations.

squared ofF3(z), both integrated over the last quarter of thénitial cell conditions which are set to zero pressure and velocity.
nozzle. The overall errors with different numbers of sections amdumerical simulations with just the first pulse are likely to give
terms are shown in Fig.(6). inaccurate results. Regarding the transient influence on pressure
The fluid—structure interaction of the composite tube and fluidistories, the 9th and 10th pressure pulses are compared and their
inside an inkjet print head are solved as described in Dijksmamisot mean square relative differences are 3.97%, 3.20%, and
paper[18] with the analytic solution for the nozzle part and up3.30% for cases A, B, and C, respectively. In addition, the root
stream and downstream pressure boundary conditions as ohean square relative differences of the 9th and 10th axial velocity
scribed in Sec. 2. From this, pressure and velocity histories in tiraee 1.34%, 4.79%, and 4.13%. These small differences indicate
and space are obtained. Note that at the early stage whentlaat transient responses have almost died away and hence the
emerging jet can be described by a single-valued func¢n,t), tenth pressure and axial velocity pulse histories on the nozzle axis
this downstream pressure description given in B@) is valid. are recorded hereinafter.
When a neck starts forming, the axial position of the jet surface FLow 3D allows only up to 200 time steps but this is not enough
becomes a multivalued function of radial coordinate and(E8). to describe a complex pressure waveform for 10 pulses. A special
is no Ionger. an accurate description of the pressure Conditionrﬁédiﬁcation ofFLow 3D was made to allow up to 1000 pressure
the nozzle tip but is employed nonetheless instead of assumifiory data points in time by Flow Science, Inc. and the compari-

zero downstream pressure throughout the entire drop formatiggn between 500 and 1000 pressure history data points at the 10th

Process. pulse are made. The root mean square relative errors of 500 data
3.3 Numerical Computations. Numerical simulations for point simulations with respect to 1000 data point simulations for
cases, A, B, and C, were carried out using a full nozzle lengttases A, B, and C at the distance of 4@t from the nozzle
with 20,000 cells and a Jacobi implicit scheme and then presswigfice on the axis are 6.82%, 4.90%, and 3.50% for pressure
results fromrLow 3D at the distance of 40gm from the nozzle hijstories, and 12.78%, 10.37%, and 12.74% for axial velocity his-
orifice on the axigthe full nozzle length being 83Qm) are pro- tgries, respectively. Hence 1000 data points are used hereinafter.
duced as shown in Fig. 7. After the influences of any transient response and the number of
3.3.1 Temporal ConvergenceFor numerical simulations, 10 time steps are checked, the comparison of numerical and analyti-
successive pressure pulses are applied because the first sewatatomputations was done at the distance of 400 from the
pressure waves show a transient response which comes fromrbezle orifice on the axis. Numerical results differ from analyti-
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Fig. 7 Comparison of pressure results from numerical and analytical computations at 400

pm before the nozzle orifice on the axis.
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cally computed pressure results by 7.24%, 6.64%, and 7.33%3.3.2 Spatial Convergence Convergence tests in the refined

respectively, in terms of the root mean square relative error.

computational domain shown in Fig. 8 were carried out with dif-

Hence, the full nozzle length simulation results show reasoferent cell numbers, 8000, 10,000, 20,000, and 40,000, and a con-

able agreement with analytically computed pressure results
distance of 40Qum from the nozzle orifice on the axis, but requi
a huge amount of computational time, 14,844, 22,040, and 27
s for cases A—C, respectively, compared to roughly 240 s for
analytical results. Therefore, numerical simulations witbw 3D
have been carried out representing just the last 4®0of a Mi-

astant cell aspect ratio in theandz directions of unity. Hereinafter,

reall numerical and analytical results for the purpose of comparison

,6201 be obtained at the location of 10@m before the nozzle
toefice. Note that any axial location toward the nozzle tip is not
suitable for extracting the pressure and axial velocity because of
the meniscus retreat. There seems to be no significant differences

croFab print head of which the computational domain is shown among results with different cell numbers, though the peak axial
Fig. 8. Further simulations, therefore, will have analytic upstreamelocities show slight mismatches. The axial velocity root mean

pressure boundary conditions computed via @yfor cases A—C
as shown in Fig. 7. Running simulations of this smaller dom

square relative errors of 8000 cell simulations with respect to
auh0,000 cell simulations are 12.49%, 24.8%, and 19.52% for cases

allows improved spatial accuracy without sacrifice of computa—C, respectively. Pressure results from 8000 cells differ from

tional time.

60 pm

400 pm

\ 4
B Boundary condition

applied

]

(x 1.e+04)

Fig. 8 Computational domain of the last 400
for numerical simulations with ~ FLow 3D

pm of the nozzle
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40,000 cells by 8.45%, 19.27%, and 6.51%, respectively. The
axial velocity root mean square relative errors of 10,000 cell
simulations with respect to 40,000 cell simulations are 7.21%,
11.58%, 37.03%, while the pressure root mean square relative
errors are 3.98%, 6.84%, 10.9% for cases A—C, respectively. Re-
garding 20,000 cell simulation&compared to 40,000 cellsthe

axial velocity root mean square relative errors are 12.02%, 7.12%
and 6.49%, while the pressure root mean square relative errors are
7.56%, 3.86%, and 3.25% for cases A—C, respectively.

However, when computational times are considered, yet higher
cell numbers cost too much effort and time, compared to improve-
ment of accuracy of the outputs and hence the number of cells has
been fixed at 20,000.

3.4 Comparisons of Analytical and Numerical Results.
Figure 9 shows the comparison between analytic and numerical
results at the location of 10@m before the nozzle orifice on the
axis. No drop ejection is observed from the numerical simulation
with FLow 3D in case A but the other two cases have clear drop
ejections.

The analytical pressure histories give better agreement with the
numerical results fronfLow 3D than do the axial velocity histo-
ries. The root mean square relative errors in pressure for cases
A-C are 15.14%, 21.10%, and 31.40% and axial velocity errors
are 47.70%, 47.52%, and 42.66%, respectively. The comparison
of volumetric flow rate may be another means to see globally the
error of two methods, without restriction to a specific location in
space, because the incompressible assumption gives the same
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Fig. 9 Pressure and axial velocity comparisons. (a) Case A. (b) Case B. (c) Case C.

volumetric flow rate all through the nozzle length. As can be se@mound the nozzle in motion and induces a secondary flow, imply-
in Fig. 10, the root mean square relative errors of volumetric flomg refilling take place shortly after jetting. This secondary flow
rate are 47.62%, 43.17%, and 39.68%, respectively. induced by refilling can be observed in theow 3D results of Fig.

Part of the reason for the discrepancies in axial velocity histd0(c) where volumetric flow rate after the first peak increases,
ries may result from the linearized Navier—Stokesiomentum compared to analytic results, but then gradually approaches the
equation. However, another source of these discrepancies mayahalytic predictions.
from a secondary fluid flow induced by mass loss at the nozzle tip.In the analytical results, the overall print head parts such as the
When fluid is jetted from the nozzle, mass loss occurs. This masszzle, the chamber and the PZT actuator that surrounds the
loss is partly compensated by fluid returning from the exposed jebhamber are included in the model, following Dijksman’s work
However, the majority of the mass lost is replaced by fluid floyl8]. Our numerical results, however, tend to be restricted to just
from the chamber side. This refilling process eventually sets fluide last 400um of the nozzle, with upstream pressure boundary

—
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Fig. 10 Volumetric flow rate comparisons. (a) Case A. (b) Case B. (c) Case C.
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Table 2 Comparison of computational times for analytic and
numerical simulations on a PC with AMD XP 2.2 GHz and 512

works, but will not be discussed here because our immediate fo-
cus is on identifying the correct initial state to be used with a 1D

MBytes RAM system, and not on 1D systemper se They assumed the menis-
Analytical Numerical cus in an emergent jet has gnlform curvature, whereas the curva-
ture of a drop forming in an inkjet print head is naturally nonuni-
Case A 240 s 8000 cells 4625s  form due to the inversion process as shown in Fig. 11. If the axial
20,000 cells 17.500s — yelocity is too low to create new surface, the meniscus protrudes
Case B 242 s 8000 cells 6171s ] - - T .
20,000 cells 225605  Without distinct local deformation but this is unlikely to produce
Case C 242's 8000 cells 7348s  any droplets.
20,000 cells 27,310s The starting point of a 1D numerical simulation of jet formation

is normally defined as the instant when an emerging jet, i.e., a
uniformly curved meniscus, protruding from the nozzle would
have a hemispherical shape. Therefore, the time interval from
conditions determined by the analytical solution. Table 2 showghen the meniscus is fully retreated to when its volume would be
the comparison of computational times by analytic and numericggjual to the volume of a hemisphere, assuming uniform curvature,
simulations. Note that if all print head parts were to be included implies a possible error, with less mass transport predicted at the
a numerical model, then the amount of computation time wouklgtart of 1D simulations in comparison to experimental data.
increase dramatically above and beyond what is shown in Table 2The inversion process of the meniscus implies that axial veloc-

35 Local Deformation of the Meniscus. The local menis- |ty should be accelerated to be faster within the window radius

cus deformation during the second stage, which was observed
experiments such as those done by Shield €84l Meinhart and
Zhang[24] and Chen and BasardB1], has been formulated in

Sec. 2.3 and its impact is discussed here.

In contrast to 2D axisymmetric numerical simulations, whe

n in the remainder of the meniscus: This inversion being at the
Q)ense of the excess rate of change of kinetic energy. Though it
is a highly nonlinear phenomenon, this conversion process can be
approximated analytically by the help of a simple 1D approxima-
gon When the axial velocity at the window radiusg,, is equal to

this meniscus deformation window evolution is implicitly considVw . the excess axial | velocit V, at the point ranging from 0 to

ered, the one dimensionélD) numerical simulations of jet for- r

w IS assumed to b — V,, and hence the extra mass transport

mation proposed by such authors as Shield €i7z8], Adams and rate within the window is defined as shown in Ef9).
Roy [9] and Chen et al[13] did not implement this extra mass

transport. The governing 1D equations can be found in the above

(b) Meniscus advance i
without window mode]

VZ‘M

{lf i

(&) Meniscus retreat
with negative axial velocity

7

" Meniscus
surface
' Window.,. Extra mass

(c)Meniscus advance | ;
with window model

Fig. 11 Schematic based on experimental observations of me-
niscus inversion by local deformation and extra mass trans-
port. (a) Meniscus retreat. (b) Meniscus advance without win-
dow model (conventional assumption ). (c) Meniscus advance
with window model (present model ). Retreat and advance are
clearly asymmetric in time.

Tw ~
AI"nW=pff 2ar-AV,dr (29)
0

1D numerical simulations without the consideration of extra mass
transport can lead to reduced kinetic energy of a droplet merely
because the inception of a 1D numerical simulation without the
window model is later than with the window model. For example,
a sinusoidal velocity waveform of a frequendy,is considered,
the time,t,emi, When an emerging jet has a hemispherical volume
occurs after the moment of the peak axial velocity, i.e., fly(4
<them<1/(2f). However, the inception time with the window
model is earlier than without window model, i.e., it can thgn
=<1/(4f), although whether this actually occurs depends on the
kinetic-energy rate put into the droplet. As a result, previous simu-
lations most likely predicted a reduced kinetic energy.

The extra mass transported is computed and added via the win-
dow model beginning from when the meniscus is fully retreated,
and ending when the net volume which has passed beyond the
nozzle is equal to that of a hemisphéveth radius equal to that
of the nozzlg. The total transported volume at the end point is,
therefore, the void volume of the retreated meniscus plus the

(a) s (b)
244 —o—Flow 244 -
with window model : Si‘::l:igdow model
24 e i i p
without window model e R without window model
204 204
184 \ Mismatch 1]
T I N w16+
2 S —— e L T
5 144 \\ 9 144
124 —=i= }\§ 12- \i
4 \ T e — %
104 10
8+ 8
6 6
T T T T T y T T T T u
20 30 40 50 60 25 30 35 40 45 50 55
Voltage [V] Frequency [kHz}

Fig. 12 Elapsed time, At, from the moment of maximum meniscus retreat to the moment when an

emerging jet reaches a hemispherical volume.
60 V.
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(b) Against frequency at
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hemisphere’s volume. We introduce the symibko stand for the Nomenclature
time interval between these start and end points. The analytically . . -
predicted and numerically predicted time intervals are shown in”%» Bk = Series function coefficients

Fig. 12a). EachAt shows an error bar computed as follows. First, k = Unknown coefficient

we calculate the square root of the sum of three relative efiors Fx = zdependent function

axial velocity squared, namely the transient response, temporal _ Jo = Bessel function of the first kind

and spatial mesh truncations, all of which are specified in Sec. 3.3. P(z) = Pressure function

Then the size of the error bar is reduced by the square root of the R(@) = ry—2z-tang . .
number of temporal steps required to accumulate the hemispheri- T = Tayl_or SEries expansion afdependent function
cal volume, recognizing th@tandon errors in axial velocity may Vv, = Radial velocity

tend to cancel one another during the accumulation of the said Yz — Axial velocity _

volume. Generally speaking, the analytic predictions with the win- Vi = Axial velocity at window radius =r,,

dow model give more accuratkt values than those without. V, = The sum of overall axial velocity Fourier compo-
However, a significant mismatch dft is found at the lowest nents

driving voltage, 20 V(case A, where the numerically predicted dK = Kinetic energy change rate

At is closer to that without the window model. At 20 V, numerical dS = Surface energy change rate

simulations show there is no drop formation and an emerging jet —
forms a puddle near the nozzle orifice and hence the numerical [ = I\nlet tube length

axial velocity at the nozzle tip becomes slower by approximately rl — Nozzle orifice radius

31.6% than the analytical axial velocity. This puddle formation by ro = Inner radius at the inlet of the nozzle

nozzle wetting is not considered in the present model. The ana- rl_ — Inlet tube radius

lytically predicted and numerically predicted time intervals at ' Window radius

various frequencies when the applied voltage is 60 V are shown in t, = Voltage plateau time

Fig. 12b). It is noteworthy that numerical results are slightly t': — \oltage rise/fall time

higher than those from the window model. Generally speaking, -

vo%d volumes from numerical results when the menis)f:us?is fullg/ themi = 'r:len;:eiswﬂgzctglevg}/fr;egl protruded volume equals a
retreated are bigger than void volumes from the analytical results. Afn. = Extra %ass transport rate

This is because meniscus retreat is generally both axial and radial A‘Atl — Time interval between the point the meniscus

(in cylindrical coordinatesin the former case, whereas only axial fully retreats and the point the overall protruded
velocities are considered in the latter. These volume differences volume is equal to a hemispherical volume

result in differing times to reach a net hemispherical volume.

AP = Membrane pressure
AV, = Accelerated axial velocity
4 Conclusion ¢ = Decay constant for pressure in a compliant tube
v = Surface tension coefficient
To obtain pressure and axial velocity histories along the length 7 = Meniscus displacement
ofa tapered Cylindrical nozzle with a relatiVely steep taper angle, ,\7’ = The sum of meniscus disp|acement over all Fou-
an approximate analytical solution has been developed using se- rier components
ries functions. When fluid jets out of the nozzle, a secondary axial N = JTlwlv
velocity, which compensates the mass loss, may take place andthe  ,, = Dynamic viscosity
overall axial velocity observed from numerical results is the sum v = Kinematic viscosity
of the primary and secondary axial velocities. We postulate that as 6 = Taper angle
a consequence, subsequent velocity peaks after the initial highest 5. = Fluid density
positive peak axial velocities do not represent true axial velocity 7,, = Viscous normal stress
values as shown in Figs(® and 1@c). However, the influence of o = Angular frequency

the _s_econdary flow on pressure histories appears to be sma_ll. In ¢ = Window ratio
addition, the effect of the secondary flow on the drop formation
process is believed to be less significant than that of the prima}f\,\é
A . , “References
flow, drop formation instead being governed by fluid deceleration
at the nozzle [1] Antohe, B. V., and Wallace, D. B., 2002, “Acoustic Phenomena in a Demand
X ’ . . . Mode Piezoelectric Ink Jet Printer,” J. Imaging Sci. Techndb(5), pp. 409—

A physical mechanism of the local deformation of a meniscus 414
and creation of new surface due to an excess rate of addition gb] Khaskia, A. M., 2002, “Static and Dynamic Modeling of Piezoelectric Drivers
kinetic energy is proposed. This simple window model for new  in Drop on Demand Printing, FEMCI Workshop Maryland, USA.
surface formation predicts the mass transported into the jet ané! Yeh. J. T. 2000, “Simulation and Industrial Applications of InkjeEtoceed-

) . . X X ings of the 7th National Computational Fluid Dynamics Confere@nting,

good agreement with full numerical simulations is observed. Taiwan.

It is apparent that this analytical approach is much faster thanaj venh, J. T., 2001, “A VOF-FEM and Coupled Inkjet SimulatiorPtoceedings
numerical methods and produces reliable results within an accept- 0§ ASME Fluit:s Engineering Divisiokn Summer Meetifige American Society

i i of Mechanical Engineers, New York, USA.

gble :jang%' The analytl(.:al _SO|utIOI’ll)S can be used fOI’Itze prfessurg] Pan, F., Kubby, J., and Chen, J., 2002, “Numerical Simulation of Fluid—
loun .ary {ata prgparatlon in a subsequent n!"merlca rop 10rma-" gyyycture Interaction in a MEMS Diaphragm Drop Ejector,” J. Micromech.
tion simulation with reasonable accuracy. This can then be used Microeng.,12, pp. 70-76.

for drop formation simulation in the early stage of print head [6] Fromm, J. E., 1984, “Numerical Calculation of the Fluid Dynamics of Drop-
design On-Demand Jets,” IBM J. Res. De28(3), pp. 322—-333.
’ [7] Shield, T. W., Bogy, D. B., and Talke, F. E., 1986, “A Numerical Comparison
of One-Dimensional Fluid Jet Models Applied to Drop-On-Demand Printing,”
J. Comput. Phys67, pp. 327-347.
Acknowledgments [8] Shield, T. W., Bogy, D. B., and Talke, F. E., 1987, “Drop Formation by DOD
. Ink-Jet Nozzles—A Comparison of Experiment and Numerical Simulation,”
We acknowledge the support of the EPSRC through project 1BM J. Res. Dev.31(1), pp. 96—110.
GR/N16969. D.-Y. Shin would like to give special thanks to the [9] Adams, R. L., and Roy, J., 1986, “A One-Dimensional Numerical Model of a

Rotary International for a postgraduate scholarship. We woulﬂo] Eigoup?”‘aem;h”ig ”:(k Jgtr"és;‘ff é /;F\’lpl-a'\:gcfcﬁﬁéﬁp-s 19(3;—1293(-)2 Three.

also “ke_ to thank Micro'_:ab_ Te_Chnc’lc’giesn InC_- for_ information Dimensional Simulations of the Droplet Formation During the Inkjet Printing
concerning the commercial ink jet heads used in this study. Process,” Int. Commun. Heat Mass Trans%8), pp. 1109-1118.

108 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[11] Kyser, E. L., Collins, L. F., and Herbert, N., 1981, “Design of an Impulse Ink [21] Hart, V. G., and Shi, J., 1995, “Governing Equations for Wave Propagation in

Jet,” J. Appl. Photogr. Eng7(3), pp. 73-79. Prestressed Joined Dissimilar Elastic Tubes Containing Fluid Flow: With an
[12] Wallace, D. B., 1989, “A Method of Characteristics Model of a Drop-on- Example for a Tapered Section,” Int. J. Eng. S83(8), pp. 1121-1138.

Demand Ink-Jet Device Using an Integral Method Drop Formation Model,"[22] Chakravarty, S., and Mandal, P. K., 2000, “Two-Dimensional Blood Flow

Proc. ASME Winter Ann. Meetin@an Francisco, CA, USA. Through Tapered Arteries Under Stenotic Conditions,” Int. J. Non-Linear

[13] Chen, P. H., Peng, H. Y., Liu, H. Y., Chang, S. L., Wu, T. ., and Cheng, C. H., Mech., 35, pp. 779-793.
1999, “Pressure Response and Droplet Ejection of a Piezoelectric Inkjet Prin{gg] Bogy, D. B., and Talke, F. E., 1984, “Experimental and Theoretical Study of
head,” Int. J. Mech. Sci41(2), pp. 235-248. ) Wave Propagation Phenomena in Drop-On-Demand Ink Jet Devices,” IBM J.
[14] Wilkes, E. D., Phillips, S. D., and Basaran, O. A., 1999, “Computational and Res. Dev.28(3), pp. 314—321.
Experimental Analysis of Dynamics of Drop Formation,” Phys. FIUIE12),  [24] Meinhart, C. D., and Zhang, H., 2000, “The Flow Structure Inside a Micro-
pp. 3577-3598. } . o fabricated Inkjet Printhead,” J. Microelectromech. Sy8t1), pp. 67-75.
[15] Teng, K. F,, %jg?l& A Mathematical Model of Impulse Jet Mechanism,” Math. |55) pierce, A. D., 1989Acoustics: An Introduction to Its Physical Principles and
Comput. Modell..11, pp. 751-753. Applications The Acoustical Society of America, New York, USA, p. 348.

[16] Koltay, P., Moosmann, C., Litterst, C., Streule, W., Birkenmeier, B., and Ze- : . ’
ngerle. R., 2002, "Modeliing Free Jet Ejection on a System Level—an Ap_[26] Rossing, T. D., and Fletcher, N. H., 1998)e Physics of Musical Instruments

. i w . - X 2nd ed., Springer, New York, USA, p. 200.
proach for Microfluidics,” Technical Proceedings of the 2002 International : . “ . L
Conference on Modeling and Simulation of MicrosysteSen Juan, Puerto [27] _Sh'n’ D_' Y., Grassia, P., and Derby,_ B., 20.03’ OSC'"‘T’HOW lelted_ Compres_s—
Rico, pp. 112-115. ible Fluid Flow Induced by the Radial Motion of a Thick-Walled Piezoelectric

[17] Koltay, P., Moosmann, C., Litterst, C., Streule, W., and Zengerle, R., 2002, Tube,” J. Acoust. Soc. Am1143), pp. 1314 -1321.
“Simulation of a Micro Dispenser Using Lumped ModelsTechnical Pro- [28] Benjamin, T. B., and Ursell, F., 1954, “The Stability of the Plane Free Surface

ceedings of the 2002 International Conference on Modeling and Simulation of ~ ©f & Liquid in Vertical Periodic Motion,” Proc. R. Soc. London, Ser. 225

MicrosystemsSan Juan, Puerto Rico, pp. 170-173. pp. 505-515.

[18] Dijksman, J. F., 1984, “Hydrodynamics of Small Tubular Pumps,” J. Fluid [29] Valha, J., and Kubie, J., 1996, “Stability of a Gas-Liquid Interface in a Peri-
Mech., 139 pp. 173-191. odic Vertical Motion,” Chem. Eng. Sci51(22), pp. 4997-5006.

[19] Baek, S. H., Jeong, E. S., and Jeong, S., 2000, “Two-Dimensional Model fot30] Technical Publication TP-226: Properties of Piezoelectricity Ceramics, Mor-
Tapered Pulse Tubes. Part 1: Theoretical Modeling and Net Enthalpy Flow,”  gan Electro Ceramics, http://www.morganelectroceramics.com/pdfs/tp226.pdf
Cryogenics 40, pp. 379-385. [31] Chen, A. U., and Basaran, O. A., 2002, “A New Method for Significantly

[20] Rembe, C., Wiesche, S., and Hofer, E. P., 2000, “Thermal Ink Jet Dynamics:  Reducing Drop Radius Without Reducing Nozzle Radius in Drop-On-Demand
Modeling, Simulation, and Testing,” Microelectron. ReliafQ, pp. 525-532. Drop Production,” Phys. Fluidsl4(1), pp. L1-L4.

Journal of Fluids Engineering JANUARY 2005, Vol. 127 / 109

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



) Energy Losses at Tees With Large
Kenji Oka .
Associate Professor, Are a Ratl os

Department of Mechanical Engineering,
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Koriyama, 963-8642, Japan The loss coefficients for smooth, sharp-edged tees of circular cross-section with the area
e-mail: okak@mech.ce.nihon-u.ac.jp ratio of 11.44 were determined experimentally for five branch angles which ranged from
45 deg to 135 deg giving special consideration to all configurations of flow through the
tees. The Reynolds number, in the leg carrying the combined flow, was kept to a constant

Hidesato Ito value, i.e., 10 for the branch pipe and 310" for the main pipe, respectively. The
Former Professor, Nihon University, equations for loss coefficients developed from the continuity, energy, and momentum prin-
Emeritus Professor, Tohoku University, ciples give good agreement with the experimental results for tees with large area ratios
3-5-13, Kuromatsu, |zumi-ku, Sendai, provided that correction factors are introduced. The correction factors were determined
981-8006, Japan by the analysis of the experimental data with the relative uncertainties from 0.9 to 3.3%

according to the configurations of flow. The results constitute a useful guide to the deter-
mination of the loss coefficients for tees with large area ratj{@Ol: 10.1115/1.1852475

Introduction 1, 2, ¢ 1, ‘ 31 A
S . + = pvi=ps+ spvst+f—-pvit+fs— =pvs+
The determination of the energy losses caused by the combina-P1" 2 PV17 P 5 PUs™ Tag 5 PU1Tlsg 5 PU3T AP
tion and division of flow at tees with large area ratios are impor- 1)

tant in the design and analysis of piping systems such as magi, hich Ap, is the energy loss due to the division or combina-

folds, air-conditioning in buildings and tunnels, pipeline mixing injon of fiow between sections 1 and 3. The loss coefficient for
chemical engineering, fish bypass systems in hydraulic pow&(/iding flow between sections 1 and 3 is defined by

plants, and so on. Although a considerable quantity of experimen-
tal research exists on loss coefficients for teles16], only a few (Kd)13=Ap13/(pv§/2) 2)
experimental results have been published on the loss coefficients hich .= O /A. . Similarly. the | fficient f bi
for tees with large area rati$8,4,8,14. On the other hand, many n Wﬂ Ic gl_Ql 1. Slmiarly, d € l0ss coetnicient for combin-
authors[17-22 have proposed theoretical or empirical equation'gg ow between sections 1 and 3 is

for the loss coefficients for tees, and Millg3], as well as ESDU (Ke) 1= Apssl (pv3/2) (3)
[24,25, have published charts for them. However, for lack of

experimental data, most of the investigators have ignored theWhichvs=Q3/A;. The continuity equation takes the form

range of large area ratios. Apparently, no theoretical investigations Q;=Q,+0Q; 4
have been published on the loss coefficients for the counter- =
dividing and counter-combining flow in tees. for dividing flow, and
The present work was undertaken to fill the need for informa- _
Q:1+Q2=Q3 (5)

tion on this area of research, and to bridge a gap between the

experimental and theoretical works on the loss coefficients i combining flow. The power-loss coefficient for dividing flow
tees. The experiments were carried out for five smooth, shafp-defined by[2,11,2q

edged tees of circular cross-section with the area ratio of 11.44, v

where the branch angles ranged from 45 deg to 135 deg. For all Kq=(Kq)1Q2/Q1+ (Kq)13Q3/Q1 )
configurations of flow through the tees, the theoretical equatio8émilarly, the power-loss coefficient for combining flow{ikl,20

for loss coefficients developed from the continuity, energy, and —

momentum equations give good agreement with the experimental Ke=(Kc)13Q1/Q3+ (K¢)239Q2/Q3 )
results provided that correction factors are introduced. A clo$§ the following both the parentheses and the subscripts, to
examination of the experimental results of the previous workegpecify the loss coefficients, are ignored for brevity.

also confirms the above relations for tees with large area ratios.

The present investigations carried out both theoretically and ex-

perimentally, will constitute a useful guide to the determination dExperimental Apparatus

the loss coefficients for tees with large area ratios. The experiments were carried out on smooth, sharp-edged tees

with the area ratio of 11.440.03. The branch angles tested were
o o 45 deg, 60 deg, 90 deg, 120 deg, and 135 deg, respectively. The
Definition of Loss Coefficient and Power-Loss Coeffi- tees were gunmetal castings, made up of two pieces in the plane
cient containing the main and the branch pipe axis. Their inner surfaces
The configurations of flow through a tee with a straight maify ¢ machine(_j and polished carefully with a P1200 abrgasive pa-
pipe are shown in Fig. 1, Whe_re the_hegvy lines show the Qiregg\r/g?igseg?rt?]'g ?(C;L\:\gjdher:,ezg tgf()tfitlge \éﬂusvggt%%!tgmt%fglmean
tions of flow under consideration. Six kinds of flow, that differ rangement of experimental apparatus is depicted in Fig. 2. The

. ; r
e senbna e o el ppe s 54.030.02 mm 1D, an e branch ppe was 15.7
P P28:02 mm ID. These pipes were of a smooth drawn-brass tubing

the energy equation is . . X o
gy €q with the same internal diameter as the tees, and were sufficiently
) ) N o long to include the whole loss due to the division and combination
Contributed by the Fluids Engineering Division for publication on tb&/RNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionof flow at tees.
October 3, 2002; revised manuscript received August 17, 2004. Review ConductedThe water, led from a surge tank or from a constant-level tank

by: M. Otugen. after passing through a honeycomb flow straightener and a con-
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Fig. 1 Configurations of flow. Arrows indicate the direction of flow.

traction, enters the pipe under test. The details of pipe joints aadd the uncertainty in the curve fit are given in Table 1 for
piezometers are shown in Fig. 2. About 50 pipe diameters wereth the correction factors and the regression equations for loss
used for the inlet length between the contraction and the upstreaoefficients.
piezometer tap$26]. The downstream piezometer taps were lo-
cated 55 pipe diameters downstream from the tee, where the @kperimental Results
draulic grade line practically coincides with the friction slope of a
fully developed pipe floW1-4,7,8,11,1% In measuring the pres-  Loss Coefficients for Straight-Through Flow in Tees. Fig-
sure differencep;—p; between these two locations either aure 3 shows the loss coefficients for a straight-through flow. The
mercury—water or air—water multitube differential manometatombining flow case is shown in the right-hand side of the figure,
was used, readings being made to the nearest 0.2 mm. For smailkre the loss coefficients divided iy are plotted against
pressure difference readings were made to the nearest 0.02 mnQgyQ,. The loss coefficients are greatly influenced by the branch
the use of a cathetometer. The temperature of the water was maagle 6. In the case 0b>90 deg where the flow from the branch
sured to the nearest 0.1°C by a calibrated mercury thermomepige collides with the straight-through flow, the loss coefficients
inserted in the pipe of 68 mm ID in the downstream. The twincrease with the increasing of The negative loss coefficients
parts of the flow were measured by a weighing tank and ISO 5165t the branch angles of 45 deg and 60 deg imply that the energy
orifice plates with corner tappind27,28. The latter had been of the straight-through flow increases by a jet pump action of the
calibrated accurately before the experiments, so that the relathigh-velocity flow from the branch pipe.
uncertainty of discharge coefficient was 0.4%. The mean veloci-The dividing flow case is shown in the left-hand side of the
ties in the pipev; andvs were determined from discharge meafigure, where the scale of the ordinate is twice as large as that in
surements. The friction factor for the experimental pipe was the right-hand side. All the experimental results conform to a
good agreement with the Blasius resistance forn{@@ and single curve regardless of the branch angle, taking negative values
Prandtl’'s universal law of friction for smooth pipE26]. Since the for small values 0fQ,/Q; . In the figure, the loss coefficients for
experimental data lie between these two equati@8 an experi- a sharp-edged 90 deg equal the area tee at the Reynolds numbers
mental curve was drawn in tHe- Re diagram so as to reddand  of 10° and 2< 10° reported by Itoand Imai[11] are also shown
f3 accurately. The relative uncertainty of the friction factor wagr a comparison. The difference between the two curves may be
0.7%. The energy los&p,; was determined from Eq1). During  ascribed to the differences of both the area ratio and the Reynolds
the tests, the Reynolds number in the leg carrying the combingdmber. As found by EscobfB2], the occurrence of the negative
flow was kept to a constant value, i.e.>¥0r the branch pipe and loss for small values o®,/Q, may be attributed to the fact that
3% 10* for the main pipe, respectively. the branch discharge comes from a region of low-velocity flow in
Uncertainty analysis was carried out with reference to Colemaime upstream of the main pipe.
and Steelg30] and the 1SO uncertainty guidgl]. The total In the case of 90 deg rectangular conduits Ramamurthy et al.
uncertainties which considered both the measurement uncertaiit§] have shown that the dividing streamline profile, which bisects

D - @

—

Flow 11=23d4 l2=23dz | Flow
1
Tee under telsi
A
\Contraction Pt R 0 P2
S\
Honeycomb flow straightener 7}(‘,‘5 >
€3

P : Piezometers

NN INZ4 5

Cross section of tees Pipe joints Piezometers

Fig. 2 Arrangement of experimental apparatus in the case of counter-combining flow, where 6=45
deg—135 deg and d,=d,.
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Fig. 3 Loss coefficients for straight-through flow in tees. m

cients for the counter-dividing ﬂode are larger than those for

the counter-combining flow., and in the case o#=90 deg, the
former is about 2.3 times larger than the latter. In the figure the
two parts of flow is almost unaltered by the area ratio, and th@wer-loss coefficients divided by? are shown for both the di-
energy loss associated with the expansion of the flow in the maiifing and combining flow with a straight-through flow, where the
is very weakly influenced by it. Similarly in the present experipower-loss coefficients increase with increasing discharge through
ments the dividing stream-surface profiR?] is almost unaltered the branch pipe.
by the branch angle, so that the energy loss for the straight-
through flow is practically independent of the branch angle.

=11.44: 1 Eq. (8), 2 Eq. (15), 3 =90 deg, m=1 [11].

Empirical Equations of Loss Coefficients for Tees With
Large Area Ratios

The energy losses due to division and combination of flow at
es are assumed very nearly represented by the theoretical equa-
ons developed from the continuity, energy, and momentum equa-
tions. The following equations are proposed to express loss coef-
fitients for tees with large area ratios, whége k4, and A are
alBrrection factors.

Straight-through flow in combining tees

Ke=k2Q,/Q3— (1+2mcosh)(Q,/Q3)> 8

Loss Coefficients for Flow From Main Pipe Into Branch . o= kel 2Qz .Q3, ( . /(Q2/Qq)"] ®
Pipe of Tees. The combining flow case is shown in the right-Straight-through flow in dividing tees
hand side of Fig. 5. With the increase in the discharge ratio K.=k.2(A—1)0,/0,+ 101)2 9
Q,/Q3, the loss coefficients increase <90 deg, and decrease ) a=kdl _(_ 1Q2/Qu*(Q2/Qu)] ®)
for #>90 deg. The loss coefficients fo*=90 deg are hardly in- Branch flow in combining tees
fluenced by the discharge ratio. The dividing flow case is shown « _ _ 1.4k r40./0.+ (m?=2m cosd— 2 1022
in the left-hand side of the figure, wheke;/m? is used as the ¢ L4Q1/Qa*( NQ:/Qa)’]
ordinate. The loss coefficients decrease with the increasing of o
Q,/Q;, and almost coincide with the theoretical value of unity @éranch flow in dividing tees

Q2/Q1=1. Kg=1+k4 —2mcosfQ3/Q;+m?(Q3/Q;)?]

Power-Loss Coefficients for Tees. The power-loss coeffi- Counter-combining flow in tees
cients obtained from the experiments are shown in Fig. 6 for all

Loss Coefficients for Flow From Branch Pipe Into Main
Pipe of Tees. The combining flow case is shown in the right-
hand side of Fig. 4, wherg./m? is used as the ordinate. The lossg
coefficients decrease with the increasing@®f/Qs, and almost
coincide with the theoretical value of1 at Q,/Q;=1. The di-
viding flow case is shown in the left-hand side of the figure, whe
the loss coefficients are hardly influenced by the discharge r.
Q,/Q;. They increase with the increasefdmp to =90 deg, and
decrease with further increase én

(11)

configurations of flow through the tees. The power-loss coeffi-

11

{ ~
N'(N

§ RSP a

§ oo
P

09
Kd

K

. japr. 1

-

i

o B
q

07 NG

05

~
~
»

0.3

X0 0003
T ooo®®
DO R
Ho329
s e ‘
_.\Q%
w

[T

[eR]
]
-0t

W

o ¢

-0.1

1.0 0.8 06 04 0.2 0 02 04 0.6 0.8 1.0
Q2/th Q2/Q3

Fig. 4 Loss coefficients for flow from the branch pipe into the
main pipe of tees. m=11.44: 1 Eq. (10), 2 Eq. (13).
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Kc=k¢

2
2cosf 4cosfQ, 1 (%) } 12)

1+ T
m m Qs m2\Qs

Counter-dividing flow in tees

2cos§ 1 2 Q, 3(%)2

m m? m2Q: m?\Q:

If ke=kq=1, Egs.(8)—(13) reduce to the theoretical equations
developed from the continuity, energy, and momentum equations,
i.e., Egs.(8) and (10) were developed by Favid7], Eq. (9) by
Sato[33] and Eq.(11) by Truckenbrod{20]. Katz [19] also de-
rived Eq.(9) for 90 deg equal area tees. Appendices A and B give
the derivation of Eqs(12) and (13), respectively.

The experimental data were analyzed to obtain the correction
factors. The results determined by the method of least squares are
presented in Table 1, and shown graphically in Fig. 7. In the case
of the flow from the branch pipe into the main pipe shown in Fig.
4, k4 in Eq. (13) practically coincides wittk; in Eq. (10) for the
same branch angle. Similarly, in the case of the flow from the

Kd:kd 1- (13)
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Fig. 6 Power-loss coefficients for tees.
and (7) together with Egs. (8) to (13).

main pipe into the branch pipe shown in Fig.Ig, in Eq. (12)

almost coincides withky in Eq. (11) for the same branch angle.
The correction factorA in Eq. (9) is given by the following

empirical equation together witky=0.354 (see Appendix €

A=1+(Q2/Q1—0.604(1-Q>/Q1) (14)
Equation(9) becomes
Kg=—0.43Q,/Q;+1.49Q,/Q1)?—0.74Q,/Q,)* (15)

The foregoing equations for the loss coefficients with the cor-

rection factors shown in Table 1 are compared in Figs. 3—5 wi

m=11.44: Full lines are given by Egs.

0 1

05 1 05 o 05
Q2/Qs Q2/tn Q2/Qs

(6

those in the present experiments. The equations represent the ex-
perimental results very well. The valueslgf andky determined

from the experimental data by the least-squares method are also
shown in Fig. 7. Since the second term in the square brackets of
Eq. (8) becomes independent aof for /=90 deg, the correction
factork, in this case is greatly influenced by, and as seen in the
insert of Fig. Ta) k. increases with the increase im. The
kc-value in Eq.(8) for #=90 deg is given by the following em-
pirical equation:

ke=0.50m%4% (16)

th

the experimental results. The equations represent the experimeiitéis equation may be used in the range 1< 20.

results very well.

Comparison With Results Obtained by Others

Representative experimental results for sharp-edged tees in
case ofm>8 obtained by otherg3,4,8,14 are compared in Figs.

8 and 9 with the proposed equations. The estimated Reyno

numbers in the main pipe in their experiments are also shown.
Fig. 9 since both the experimental results on the counter-dividi
and counter-combining flow fan>8 are unavailable, the experi-

mental results on the branch flow in dividing tees are presented
together with those on the branch flow in combining tees. Al-

though the uncertainties fdt in their experiments are not clear,

the experimental apparatus and procedures used were similar to

Table 1 Values of the correction factors. Uncertainties for the
correction factors and for the equations of loss coefficients are

also shown. m=11.44.
Equation 9 45° 60° 90° 120 135°
k. 0.869 0.881 1.516 1.036 1.008
Eq.(8) Uy 0.009 0.008 0.033 0.011 0.012
Upyyregess M 0.042 0.034 0.035 0.058 0.066
k. 0.852 0.957 0.983 0.870 0.760
Eq. (10) Uy 0.010 0.009 0.017 0.008 0.010
Uy itoyregess /m* 0030 0.040 0.062 0.040 0.040
7 0.618 0.576 0.457 0.591 0.629
Eq. (11 U 0.012 0.009 0.008 0.007 0.009
Uspanyrgea I m* 0,032 0.037 0.035 0.040 0.036
k, 0.621 0.580 0.461 0.594 0.631
Eq.(12) U, 0.008 0.017 0.011 0.020 0.013
U gy 2y-regress 0.061 0.086 0.072 0.093 0.070
ky 0.851 0.956 0.983 0.869 0.758
Eq. (13) Uu 0.021 0.026 0.023 0.012 0.009
U gy 13)-regress 0.062 0.083 0.087 0.050 0.039
Eq.(15)  Usygsyregs 0.034 0.040 0.036 0.042 0.035

Equation (16) for 8=90": U, 16 regress = 0.087

Journal of Fluids Engineering

The experimental results for sharp-edged tees obtained by oth-
ers form<8 were also analyzed to obtain the correction factors.
However, the differences between the experimental data and the
proposed equations increase with decreasing area ratio, and the
él'(‘ﬁ'lations give only qualitative agreement. Apparently, the pro-
%sted equations can be used fior-8. The reason may be attrib-

In
ng
22 T 7o 1.
Oka & It 6=90 /(5
© m=11.44 1 ke s
1.8— Serre et al. 1.6 }{
® m=853
ke ®m=18.9
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o3 / m
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1.0
— 5
¢ m=114 (a)
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Kinne, © m=8.22
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Fig. 7 Values of correction factors. (a) k. for Eq. (8). 1 Eq.
(16); (b) k. (=k,) for Eqs. (10) and (13); (c¢) ky4(=k.) for Egs.
(11) and (12). The values of the uncertainties for k. and k, are
given in Table 1.
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04 ” 08 equations, with the correction factors shown in Fig. 7, give
NCE good agreement with the experimental results for the area
02 RS - 0 ratio greater than 8;
Ka N b P T A %f— 4. the loss coefficients for straight-through flow in dividing
£ A e e S = . X
L — 3 = ﬁ'% 0 tees are independent of the branch angle, and given by Eq.
o .
Lza | se\e\e (15) for the area ratio greater than 8;
-0.2 —= 7704 5. the loss coefficient for flow from a large reservoir into a pipe
6 9:45° m=8.22,Petermann,Re+10° 1 3 S :
© 060 m=822,Kinne, Re+10° P and that from the end of a pipe into a large reservoir agrees
-o6 ) 82980 m:?:g;g::::;: a : ;|08 with the corresponding loss coefficient for a 90 deg tee with
| Re=(15-75)%10 the area ratio of 11.
0808 08 04 0z o0 0z 04 06 08 107
Q2/0n Q2/Q3

Fig. 8 Loss coefficients for straight-through flow in tees.
Comparison with other investigators: 1 Eq. (8), 2 Eq. (15), 3
6=90 deg, m=1 [11].
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uted mainly to the fact that, as Ramamurthy and Zhé] have

shown experimentally for the combining flow in 90 deg junctionplomenclature

of rectangular cross sections, the difference between the branch
angle and the average angle for momentum transfer at the joining
edge of the branch pipe increases with the decrease in the area
ratio.

According to Figs. ®) and 7c), which show the case of
branch flow, bottk, andky decrease with the increase in the area
ratio from 8 to 11. However, Eq12) in the case ofn—c corre-
sponds to the loss coefficient for flow from a large reservoir into a
pipe with a square-edged entrance, in whighranges from 0.4 to
0.5 for /=90 deg[34,35. Similarly, Eq.(13) in the case ofm
—o implies the loss coefficient for flow from the end of a pipe
into a large reservoir, in whicly is close to 1.0{34,35. The
corresponding values &f=0.461 andky=0.983 form=11.44 in
Table 1 conform to the above-mentioned values. Thuskthand
kq-values form=11.44 determined by the present experimen?
may be used to estimate approximately the loss coefficients for

S—xXA|XRaa>
Il

< COo

reek letters

cross-sectional area of pipe
internal diameter of pipe
friction factor for straight pipe
loss coefficient

power-loss coefficient

correction factor

length of pipe

ratio of cross-sectional area of main pipe
to that of branch pipe

static pressure

discharge

uncertainty

mean axial velocity

tees with the area ratio greater than 11. 6 = angle between branch pipe and main pipe
A = correction factor for straight-through flow in
dividing tee
Conclusions p = density
o . ) o = standard deviation
1. The loss coefficients for tees with large area ratios are ex- .
pressed by the equations developed from the continuity, eRtPSCripts
ergy, and momentum principles provided that the correction 1 = upstream of pipe under consideration
factors are introduced; 2 = side pipe
2. the correction factors determined by the present experiments 3 = downstream of pipe under consideration
are shown in Table 1 and Fig. 7. They may be used to de- ¢ = combining flow
termine the loss coefficients for smooth, sharp-edged tees of d = dividing flow
circular cross-section with the area ratio greater than 11; Eq.-regress= regression equation

3. the comparison of the proposed equations with the experi-
mental results obtained by others shows that the propos/ggpendix A: Derivation of Equation of Loss Coeffi-
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Fig. 9 Loss coefficients for branch flow in tees. Comparison
with other investigators: 1 Eq.  (10), 2 Eq. (11).
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cients for Counter-Combining Flow

In the following, the flow is incompressible and one-
dimensional. The friction loss can be neglected so thatf;
=0 in Eq. (1). A control volume ABCD is selected as shown in
Fig. 10, and a momentum balance is applied to the direction of the

axis of the branch pipe. Sindg, =A,
(P=P3)As=puiAstp(vi—v)A cosd (A1)

wherep is the average pressure in the tee. Since the friction loss is
ignored, the pressure in the tee is approximately equal to the pres-
sure in the upstream of the main pipe, = p,;. If p; is elimi-
nated from Eqs(1) and (A-1)
Apy3=pv3/2+(1—2mcosd) pv2/2+ pmu5cosd  (A-2)
wherem=A, /A;. Dividing each term in Eq(A-2) by pv3/2
K.=1+(1—2mcosh)(v1/v3)2+2mcosd(v,/v3)?
(A-3)
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Fig. 10 Control vol fi ter-combining flow in a tee.
9 ontrof volme for colinter-combining fow in & fee Fig. 12 Control volume for straight-through flow in a dividing
tee.
From the continuity equatio(b)
v1/v3=Q1/MQs (A-4) 10 | | l
and o 015 o 0= 60" E
® §=90" © 6=120°
U2/U3:(1_Q1/Q3)/m (A—5) Aot 05 [— x §=135° A
With substitution of Eqs(A-4) and (A-5) into Eq. (A-3), Eq. (12) 1~ Qaftn a,o*’:e/e(*
results in the case df.=1. 0 ® W °
Appendix B: Derivation of Equation of Loss Coeffi- o5 Lo 29Ee .
cients for Counter-Dividing Flow ' /X:" °
A control volume ABCD is selected as shown in Fig. 11, and a 10

momentum balance is applied to the direction of the axis of the 0 02 04 06 08 10

main pipe. Sinceé\,=A; Q2/Qn

(p—p3)As=p(v3+v3)A;—pviA; cosd (B-1) (14). 1 Eq.

wherep, the average pressure in the tee, is approximately equal to '
the pressure in the upstream of the branch pipe,pep,. If p;
is eliminated from Eqgs(1) and(B-1)

Apiz=(1-2 COS(‘)/m)pvi/2+ pv§+pv§/2

Fig. 13 Comparison of experimental data with Eq.
14

momentum balance is applied to the direction of the axis of the
main pipe. On the assumption that the fluid, which flows into the
branch pipe, carries away the momentipQ,v,, whereA is

the correction factor

(B-2)
wherem=A;/A,. Dividing each term in Eq(B-2) by pvf/Z

Kg=1-2 cost/m+2(v,/vy)?+(v3lvq)? (B-3) pv2Ast ApQau1— pv?As=(p1— Pa)A; (C-1)
The continuity equatioit4) leads to whereA;=A;. If p;—pj; is eliminated from Eqs(1) and (C-1)
v2/v1=Q2/MQy (E-4) Apig=pv5/2+ ApQuu 1 /A~ pvii2 (C-2)
and The continuity equatiori4) leads to
v3/v1=(1-Q2/Q1)/m (B-5) valv=1—Q,/Q, (C-3)

With subsiitution of Eqs(B-4) and (B-5) into Eq.(B-3), Eq. (13) Dividing each term in Eq(C-2) by pv?/2, and making use of Eq.

results in the case d;=1.

Appendix C: Derivation of Equation of Loss Coeffi-
cients for Straight-Through Flow in Dividing Tees

(C-3), Eq. (9) results in the case d;=1.

If Q,/Q,;=1, thenA=1, because in this case the whole fluid
flows into the branch pipe. With substitution of the values in Eq.
(9), Kgq=kq at Q,/Q;=1. On the assumption thdt;=0.354,

A control volume ABCD is chosen as shown in Fig. 12, and which is the mean value d{; at Q,/Q;=1, the experimental

@ . . ®
’: el e
R gy’

B vmosi___r—
0 U C

Fig. 11 Control volume for counter-dividing flow in a tee.

Journal of Fluids Engineering

values of A—1)/(1-Q,/Q;) were plotted againsQ,/Q; in

Fig. 13. As seen from the figure, the experimental results are
approximately expressed by a straight line, and we obtain Eq.
(14). A is smaller than unity for small values &,/Q; . This fact
supports the view that the branch discharge comes from a region
of low-velocity flow in the upstream of the main pipe.
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Introduction different sizes in width but the same in height. This channel is
nly for gas injection and generating a free-rising bubbly flow

When an obstacle is installed in a bubbly flow where onl rom the bottom. There are several merits in the employment of

bubbles rise ugcalled free-rising bubbly floyy a large scale two- _ - -
phase convection is induced around the obstacle. The convecﬁla _de3|gn. . . . . . .
has a liquid single-phase region behind the obstacle since all thd 'St the three-dimensionality of the flow is restricted using the
bubbles separate from the side part of the obstacle. This regiorff/Ple chamber with a narrow gap. Even though a two-
named the “single-phase wake region” in this paper. The typicgp_mensmnal geometry is provided with a sufﬁuent!y long span
length scale of the single-phase wake region is always mugfdth, buoyancy-governed bubbly flow will naturally induce local
larger than the obstaclesee Fig. 3 for typical examplesThe three-dimensional convection in the open space. For instance, an
authors have succeeded in observing this phenomenon with gd@¢erse energy cascade phenomenon in free-rising bubbly{ 6bw
reproducibility using the experimental device generating uniforig observed and explains this flow characteristic. Hence, using
spatial void fraction and uniform bubble size in the planner teggrallel confined plates, which reduce the motion degree of free-
section. dom, is a reasonable way to observe the two-dimensional structure
This convection has not been found and discussed yet in pre’&hough additional frictional stress causes on the wall surface to
ous papers regarding the bubbly flow around obstacles or cylglow the flow down. This concept was also employed in the past
ders while the flow around a cylinder is investigated by a numbby, e.g., Bukhari and Lahely7] and Murai et al[8]. Second, the
of researchergl-5]. Also, the zone affected by inserting an objecaidvantage of the rectangular double chamber—not a single plan-
is relatively big in comparison with ordinary knowledge fromner channel—is that it enables simulation of a so-called “un-
single-phase viscous flow around various shapes of objects. THminded system” which does not have any solid boundary such as
present results may contribute to the improvement of the desigidewalls. The boundary condition in the horizontal direction be-
such as for steam generating pipes in nuclear power technologiesnes periodic by adopting this structure.
and for pipe alignment in chemical systems and bioreactors. The outline of the test chamber used in this experiment is as
This paper deals first with visualization and its image procesfsllows (see Fig. 1 The length of the rectangular chamber is 480
ing of two-phase flow around single cylinders with variousnm for the inner and 500 mm for the outer one. The maximum
shapes. After the mechanism of generating a wide two-phase cagight of filling liquid is 1000 mm and the channel interval depth
vection is discussed for single cylinder system, the interaction gf 10 mm, which is larger than the bubble diameter in any case.
their convection is investigated using densely arranged circula the walls of the chamber are made of transparent acrylic resin.

cylinders as the second objective. The bubbly flow is observed from all the four planes of the rect-
angular chamber, and one plane is chosen as the test section where
Experimental Apparatus the cylinders are fixed. The bubbles for the chosen test section are

enerated from 123 injection nozzles, and 492 injection nozzles
o . are installed in total. The inner and outer diameters of each nozzle
form distribution of the bubble number density, two rectangulaye o3 and 1.5 mm, respectively. All the nozzles are located at
chambers are combined as a test channel as shown in Figiterya distances of 4 mm in each plane. They are activated si-
Liquid is filled up in the channel of the two chambers, which haVﬁmltaneously while the experiment is performed. It has been con-
firmed by our observation that there is no remarkable secondary

Contributed by the Fluids Engineering Division for publication in ticeJBNAL flow induced in the corner regions where the flow bends 90 deg as
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division.

May 27, 2003; revised manuscript received September 14, 2004. Review CondudleRaSSes. Accqrding to this eViden.Cev the uqifqrm Vpiq‘ fraCtion is
by: S. Ceccio. formed for a wide area of the section. The liquid is initially filled

In order to generate a bubbly flow, which has a spatially un
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Fig. 3 Photograph of bubble distribution. (a) Circular cylinder.
(b) Triangular cylinder.

Fig. 1 Schematic diagram of double rectangular tank

. o fraction. The time-averaged value of the bubble shadow fraction is
up to 500 mm in height in the channel of the chamber. Room &ig|cylated using consecutive time serial imagesmed average
is pressurized by a compressor and supplied to all the bubRigadow fraction The average shadow fraction is calculated with
injection nozzles through a pressure controltéokogawa Ltd, 3 real number between 0 and(8) The next equation is used to
Standard pressure regulator 26%ihd a floating-sphere type of cajculate the void fraction from the average shadow fraction:
gas flowmeter. For illuminating the bubbles, two metal halide
lights with 500 W in total(Photron Ltd, HVC-SI. are used from B=1—exp(—Ca). 1)
the back of the test section. A light-diffusing translucent sheet jgore 4 is the void fraction, ang is the average shadow fraction.
located in the center space of the rectangular chamber in order #flfs equation is theoretically derived as an expected statistic
to project the shadows of the bubbles, which rise in the opposijg| e considering the bubble’s overlapping probability, which was

plane of the test section plane. reported by Murai et al[10] for the measurement of a bubble
. plume. The coefficien€ is the dimensionless parameter obtained
Image Analysis Method by a least square approximation of experimental calibration. In the

There are many kinds of tools to measure the structure of bupesent experiment, all the optical setup is fixed through all the
bly flows including electric and optical fiber probes. Image prdflow conditions, and the value & was 5.47 from the calibration
cessing, in particular, has been already utilized widely with twexperiment for 6-«<<0.25. For example, as the void fraction is
well-known major advantages, i.e., contact-free measurement 90, the average shadow fraction is 0.66. Equaioris unavail-
whole field measurement. The bubbly flow to be discussed in tr§le for nonbubbly flow regime over>0.25.

paper has low speed and a high probability to enhance unstable, jc|e Tracking Velocimetry for Bubbles. The bubble ve-
flow when a probe is inserted, so that a contact-free measqreml%'aty is measured using particle tracking velocimet®fV) after

is required. Furthermore, the image processing provides simuligz, a6 is preprocessed to remove the background and the cyl-
nelou_s m%\su(;emﬁngs of xo'g f;ac;nor), bubble size, and bubflae s | the preprocessing, the bubbles are heavily overlapped in
V? Qc'té/'b Ie eta':. method of the image measurement IS §a shadow image, therefore, the individual bubble’s center of
plained below(see Fig. 2 gravity is hardly obtained from the image directly. In this study,

Measurement Method for the Void Fraction. Figure 3 the thinning processing is introduced in order to solve the inter-
shows samples of an instantaneous picture of the bubble distrifi@ce of the bubbles. For the thinning process Duff's pixel matrix
tion. The following procedures are implemented to measure thkl] is utilized but an improvement is added to adjust the condi-
time-averaged void fraction distribution from this imag#) The tion of the present image. The chain-coding prodds is next
image is binarized into 0 and 255 in brightness with 8 bit gragmployed for the interface pixel to calculate the center of gravity
level. The threshold value for the binarization is determined by @d the equivalent radius of each bubble. The equivalent radius is
automatic threshold methd@], provided that the upper and lowerdefined by the radius, which has equal volume of a spherical
limitations are introduced in order to consider the illuminatioubble. Using this method, 90% of the bubbles’ velocities are
bias and the bubble’s overlapping in the measurement area. éracted from the overlapped image. For instance, the local mo-
local bubble shadow fraction is obtained from the binarized intion of the bubbles near the cylinders is validly measured while

age.(2) The void fraction is estimated from the bubble shadohe bubbles are usually contacting frequently with the surface of
the cylinders. The binary image cross-correlation metfig] is

adopted as the basic algorithm of the PTV.

Particle Tracking Velocimetry for Tracer Particles. The
carrier phase flow field through the cylinders is also measured by
particle tracking velocimetry using tracer particles mixed in the

Pad medium. The tracer particles have 200—6af in diameter, and
1020 kg/n? in density. The particle diameter is set relatively large
¢ in order to avoid electro-chemical absorption on the gas-liquid
interface and the liquid-solid interface. As the particles are seeded
in the flow, the images consist of three objects, i.e., the bubbles,
0 5 10 15 20 the particles, and the cylinders. The particle’s velocity, which ex-
, Void fraction (%) presses the liquid flow field, is measured with PTV after the im-
ages are separated to the particle-only images. The criterion of the
Fig. 2 Equivalent bubble radius versus void fraction particle’s identification is the size of the object, because the size is

[
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larger for the bubbles and smaller for the particles. The blnar

image cross-correlation meth¢i3] is adopted as the basic algo Back li
rithm of the PTV as well as for the bubbles. The present PTV c™
evaluate not only time-average flow velocity but also fluctuatlo.
components caused by bubble-induced turbulence. This time
velocity fluctuation within a frequency of 30 Hz can be extracte
but that of the higher frequency cannot be measured.

ght 1/1000s

5 W
Sheet light, l/lSs ‘,

Bubbles %“

"\

Traccr pamcles

Measurement Uncertainty. Measurement error for the
bubble shadow fraction is caused by optical disturbance such
the bubble’s deformation and overlapping. It belongs to randoS iy
error since bias error was removed by calibration experimel“‘
With Eq. (1), therefore, the error of local void fraction is given by.‘ .

sa={C(1-p)} ‘oB. @ r

Assuming the erro68=0.10, the errobe is estimated as 0.018 in °‘5
maximum case.

The measurement error of the bubble’s velocity via PTV i(a)
caused by random error of the bubble centroid coordinate in the
image processing. Assuming the centroid error of 20% of tHeg. 4 Local behavior of bubbles and tracer particles. (a) Lig-
bubble diametefsince the bubble’s constitution pixel is more tharvid velocity vectors obtained by PTV.  (b) Pathlines of bubbles
10), displacement error of bubbles during two consecutive imag@ad particles.
is 0.8 mm, and thereby the velocity error is estimated as 24.0
mm/s, which is 15% of the typical bubble rise velocity. The time-
averaged bubble velocity obtained by 256 frame&s0 sampled
bubbles per frame has an uncertainty of 15%£034% relative
to the typical bubble rise velocity.

In the same way, the measurement error of the liquid veloc
obtained by the tracer particle’s motion is estimated as 10%
instantaneous data and as 0.10% for time-averaged data.

time-averaged void fraction distribution formed around three
types of objects, i.e., circular, square, and triangular cylinders,
%tained by the method mentioned before. The void fraction up-
eam of the cylinder is 7.4% and the averaged bubble radius is
.0 mm in these cases. The diameter of the circular cylinder and
the side lengths of the square and triangular cylinders are all 50

Results and Discussion
Figure 2 shows the relationship between the bubble radius a

the void fraction in this experiment, namely indicating the perfolff’ ;) Circular cylinder (b) Circular cylinder
mance of the bubble generator. The void fraction is defined by t
volume-averaged gas fraction in the control volume of 10

x100x 10 mn?, which is located 50 mm upstream of the insertef
object. The bubble radius increases as the void fraction increas
The standard deviation of the bubble radius which is normaliz¢
by the average bubble radius is always lower than 0.15. The R¢
nolds number of the bubble ranges from 500 to 1800 in this e
periment.

Visualization of the Bubble Motion. As shown in Fig. 3, the
bubbles contact with the bottom surface of the cylinder first, thg PRSI
separate from the side surface or the edge, migrate for a while ‘
the horizontal direction, and rise up again. Once this distributich,__(plane-counter)
occurs the flow pattern keeps stably for a long time with hig :
reproducibility. Figure 4 shows the enlargement picture of t
local bubble distribution around the circular cylinder, including
tracer particles. The right-hand side shows the photograph of pa
lines for 1/15 s. The left-hand side shows the velocity distributio
of the tracer particles obtained by PTV with its interpolatio
These pictures imply that the separation of the bubble from t
side surface of the circular cylinder is induced by the local dow
ward flow of the liquid above the cylinder. The speed of the dow
ward flow is on the order of 0.3 m/s, and it is comparable to t
terminal rise velocity of the bubbles. Thus the bubbles stop risi (plane-counter)
in this zone and advance in the horizontal direction. This mea £
that the separation is governed by the local liquid flow and hen
depends on the shape of the cylinder.

In the process of the bubble’s collision with the cylinder su
face, some bubbles show slight bouncing due to the bubble’s ¢
formation and its wake behind it. However, the bouncing effe
only remains within a lengthscale of the bubble diameter aft
collision, and rapidly attenuates due to viscosity before traveli
to separation point. Therefore, the bouncing or surface tensio
not a major factor to enhance the single-phase wake region.

Time-averaged void fraction (%) [E]

Fig. 5 Time-averaged void fraction distribution for basic
Void Fraction Around Single Cylinder. Figure 5 shows the shapes
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Fig. 7 Effect of cylinder’s shape on the wake area

dal cylinder(g) with an aspect ratio of 8, a single-phase wake
region is not formed clearly. The void fraction increases at the
side surface of the cylinder and reduces slightly downstream. The
reason for the increase at the side part is simply the fact that the
bubbles have a relative downward velocity against the liquid. Lift
and pressure gradient forces on the bubbles are not the reason
because there is no main given flow in the liquid phase in this
experiment so that they are sufficiently weak compared to the
buoyant force of the bubbles. On the other hand, in the case of the
ellipse (h), which has an aspect ratio of 2, bubble separation oc-
curs and a relatively large single-phase region is formed similar to
the case of the circular cylinder. The purpose of testing the
starfish-type cylinder comes from the question of how to expand
the convection structure. A big effect is observed in the case of the
edge-counter square cylinder as shown in Figl),5so that an
improved design to enhance the structure is given by the starfish
type. As we expected, a wide single-phase wake region was gen-
erated as shown in Fig(i§. This shape helps to concentrate many
Fig. 6 Time-averaged void fraction distribution for other bubbles gradually along the upstream curved surface and to
shapes change smoothly the bubble motion from the vertical to the hori-
zontal direction. The liquid flow also accelerates gradually along
the curved upstream surface. Furthermore, the downward flow
behind the cylinder smoothly changes to a horizontal flow at the
mm except for the case shown in Fighh The number of image side edges and gives strong impulse to the bubbles. After the
frames used for time averaging is 256 at an interval time ®ubbles move to left and right parts, the buoyant force gradient
1/30 s. behind the cylinder gets stronger and makes the downward liquid
In the case of the circular cylindéa), all the bubbles separate flow accelerate again. This cyclic phenomenon enhances to gen-
from the surface and move in the horizontal direction until thE"ate large scale convection in the case of the starfish-type cylin-

angle of 90 deg from the front point. Then, a single-phase regi As a summary of the aforementioned results, Fig. 7 represents

with triangular area is formed downstream of the cylinder. Hergp, comparison of the area of the single-phase wake regions
after, this region is called the single-phase wake region. T%Lpe

. = X ?nong eight types of the cylinddr.is the nondimensional area of
length scale of the single-phase wake region is around twice single-phase wake region with respect to the solid cross-
diameter of the cylinder in the horizontal direction, and thregect

. in th ical direction. The sinale-ph K . ion area of the cylinder. The area of the single-phase wake
times in the vertical direction. The single-phase wake region COpe'gion itself is calculated by integrating the element area, which
verges with decreasing diameter as shown in Fi).5 his indi-

g ) has a void fraction lower than half of the upstream void fraction.
cates that the bubbles’ collision frequency is one of the parametqégs yote in each bar corresponds to those shown in Figs. 5 and 6.
to determine the spatial scale of the single-phase wake reg'on'AIE(:ording to this comparison, the area of the single-phase wake

the case of the square cylinde, the bubbles leave the surface,q i varies significantly depending on the shape. The area is

mainly at the rear edges. As the square cylinder is arrangedl st for the ellipsoidal type (g), which is a streamlined shape

edge-counter angle), the bubbles’ separation is enhanced so thgk o o airfoil. The area expands the widest for the starfish-tijpe
the zone of the single-phase wake region expands quite widely. Ainder, which is partly similar to the edge-counter square cylin-

the case that the regular triangular cylinder is fixed at a planga bt the straight plane is altered to curved plane to adjust the
counter angl€e), the bubbles separate at the front edges and Beamline of the flow near the cylinder surface.

not make a wide single-phase wake region. For an edge-counter
installation of the triangular cylind€(f), a single-phase wake re- Void Fraction Around Plural Cylinder Arrangement.  Fig-
gion with beautiful regular triangular shape appears due to thee 8 shows the time-averaged void fraction around plural ar-
stable bubble separation at the rear edges. rangement of the circular cylinders, whose diameters are 30 mm,
Figure 6 shows additional visualization results for ellipsoidand the interval distances between the centers of gravity are twice
and starfish-type cylinders. The left column is the photographéte diameter. For the vertical in-line arrangem@)t the single-
image and the right column is the time-averaged void fraction. Fphase wake region of the upstream cylinder is smaller than that of
the cases using ellipsoidal cylinders, the longitudinal direction af single cylinder, and it expands widely behind the downstream
the ellipse corresponds to the flow direction. Around the ellipsogylinder. For the horizontal arrangemeh), a high void fraction
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, (a) In-line arrangement ; (b) Side-by-side arrangement

Void fraction (%)

Fig. 8 Time-averaged void fraction around cylinders

region appears between the cylinders, and the single-phase wake
region inclines outside. For the caéeg, the single-phase wake
region of the upstream cylinder is small, and that of the most
downstream one gets the biggest. The arrangefdm showing
combined characteristics ¢&) and (b).

Bubble Motion Through Arrangement of Cylinders. The
void fraction distribution around the cylinder depends on the
bubble behavior in the vicinity of the cylinder surface. The
bubbles near the cylinder involve two kinds of motion patterns.
One is the transportation due to the liquid flow, and another is the
intrinsic bouncing motion of individual bubble. The bouncing
phenomenon is well known and investigated by Tsao and Koch
[14] for a horizontal flat wall. The combination of the transporta-
tion by the liquid and the bouncing provides unpredictable re-
sponse of the bubble near the surface of the cylinder. Therefore,
the bubble motion is directly measured using PTV to obtain the
following results.

Figure 9 shows the image measurement process of the bubble
motion rising through the arrangement of circular cylinders. Fig-
ure 9a) shows the raw image at a moment, ail shows the Fig. 9 velocity vectors of each phase obtained by PTV.  (a)
bubble distribution identified by the present image processingriginal image. (b) Identification of bubbles. (c) PTV for
where the position and the equivalent radius are reexpressed. Bighbles. (d) PTV for liquid phase.
ure 9c) shows the velocity vectors of bubbles, afalil shows the
velocity vectors of tracer particles. Table 1 shows the details of
the experimental conditions for the parametric study. radius increases with the gas flow rate for the no-cylinder case,

Figure 10 shows the time-averaged rising velocity of thehich is the characteristic of the bubble generator. On the con-
bubbles for five different conditions in the gas flow rate suppliettary, the bubble radius is kept small for the presence of the cyl-
from the bottom plane. The data are compared with four kinds ofder as the flow rate increases since the bubbles are divided by
arrangement patterns of the cylinder including the cylinder-fretae collision on the cylinder. In the case of the staggered arrange-
condition. This result implies the following thing&l) The bubble ment the bubble radius is minimum owing to the most frequent
rising velocity is reduced by the presence of the cylinder coneollision. After considering the relationship between the radius
pared with the terminal velocity of the bubble in quiescent liquicand the rising velocity, it can be said that the correlation is nega-
owing to the time loss for the bubble’s collision on the cylindettive between the two for the staggered arrangement, i.e., the
(2) The bubble rising velocity without the cylinder is faster thamubble collision frequency is the highest among three types of the
the terminal velocity since the bubbles will drive the upward ligarrangement but the rising velocity is not reduced the most. It
uid flow to result in raising the bubble’s velocity3) Random indicates that there is a certain effect of the convection of the
arrangement of the cylinder reduces the bubble rising velocity thiquid, which will be discussed next.
most while the regular arrangement yields the least redudd@n.  Figure 12 shows the time-averaged void fraction and the time-
The reduction for the staggered arrangement is medium betwesmeraged liquid velocity vector for case 5 shown in Table 1. Fig-
the random and the regular ones, although the collision frequenag 13 shows the time-averaged void fraction and the kinetic en-
is estimated the highest. ergy distribution of the liquid phase. The void fractions in these

Figure 11 shows the measured averaged bubble radius vergsres are drawn with dimensionless value using the given void
the gas flow rate for the same set of the experiment. The bubliaction at the bottom. With these results, the following points are
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Table 1 Experimental conditions for dense arrangement

Random arrangement Staggered arrangement Regular arrangement

Gas: Nitrogen

Density=17.1 kg/ni, Temperature283—-284 K

Morton no=1.01x 10 *°
Liquid: Water

Density=1000.5 kg/m, Temperature 283—-284 K

Kinematic viscosity=1.44x 10 ® m?/s
Cylnder: Epoxy resin
Volume fraction=22.74%

Case Qs Rg ac

no. X107°m?%s  (mm) (%) Reg Re,

1 0.33 1.23 0.81 320.2 151.6

2 0.67 141 1.87 383.0 196.0

3 1.00 1.48 3.21 546.1 325.9

4 1.33 1.56 4.28 616.8 357.6

5 1.67 1.62 5.13 610.7 368.5

Qg : Gas flow rateRg : Average radiationag : Void fraction

Res: Bubble Re, Re: Liquid Re, Eo: Edtvos number

clarified. (1) The void fraction is commonly low behind each cyl- 03 m/s

inder, which is a similar phenomenon to the flow around a single
cylinder, except the fact that the area of the single-phase wake

Fig. 12 Time-averaged void fraction and liquid velocity

region of each cylinder is converged compared to that of single-

cylinder.(2) The liquid driven by bubbles rises straight upward for . . - .

the regular arrangement, rises with one-side oblique advection foBY the way, there is a question why the liquid flows up in the
the staggered arrangement, and rises through uncertain paths ue direction for the staggered arrangement. This IS one of the
the random arrangemer(®) The liquid has high kinetic energy Staple flow patterns observed in this system. There is no clear
similar to the bubble velocity distribution. This implies that theVidence to explain the stability but at least the local liquid flow
bubble rising velocity is strongly affected by the liquid flow patP€nind each cylinder enhances the one-way bubble rising phe-

tern.
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Fig. 11 Time-averaged equivalent radius of bubbles
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nomenon as if it were a gear. This has to be set as our future target
of research.

Concluding Remarks

On the bubbly flow structure rising around single and multiple
arranged cylinders in confined plates, the following points are
newly found with experiments based on image processing.

1. Any type of cylinder induces a wide single-phase wake re-
gion behind it, whose spatial scale is much larger than the size of
the cylinder. This phenomenon is governed by the collision fre-
quency of the bubble to the solid surface, and also by the local
liquid flow pattern. Hence, the area of the single-phase wake re-
gion sensitively depends on the shape of the cylinder.

Random arrangement Staggered arrangement Regular arrangement

Fig. 13 Time-averaged void fraction and kinetic energy
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2. The average rising velocity of the bubble through arrange-5] Uchiyama, T., 2000, “Numerical analysis of air-water two-phase flow across a

ment of a circular cylinder is reduced compared with the terminal staggered tube bundle using an incompressible two-fluid model,” Nucl. Sci.
Eng.,134 pp. 281-292.

rising Ve|OCity in qUiescem “qUid; however, the degree of the [6] Murai, Y., Song, X., Takagi, T., Ishikawa, M., Yamamoto, F., an